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Preface

The great interest in photonic crystals and their applications in the last 15
years is being expressed in the publishing of a large number of monographs,
collections, textbooks and tutorials, where existing knowledge concerning op-
eration principles of photonic crystal devices and microstructured fibers, their
mathematical description, well-known and novel applications of such technolo-
gies in photonics and optical communications are presented. They challenges
authors of new books to cover the gaps still existing in the literature and
highlight and popularize of already known material in a new and original
manner.

Authors of this book believe that the next step towards wide application of
photonic crystals is the solution of many practical problems of design and com-
putation of the specific photonic crystal-based devices aimed at the specific
technical application. In order to make this step, it is necessary to increase the
number of practitioners who can solve such problems independently. The aim
of this book is to extend the group of researchers, developers and students,
who could practically use the knowledge on the physics of photonic crystals
together with the knowledge and skills of independent calculation of basic
characteristics of photonic crystals and modeling of various elements of in-
tegrated circuits and optical communication systems created on the basis of
photonic crystals.

The book is intended for qualified readers, specialists in the field of optics
and photonics, students of higher courses, master degree students and PhD
students. As an introduction to the snopest, the book contains the basics of
wave optics and radiation propagation in simple guiding media such as planar
waveguides and step-index fibers.

Relying on fundamental laws and models, we give descriptions of physical
principles of light propagation inside 1D, 2D and 3D photonic crystals and
microstructured fibers. Detailed explanations of the basic terms used in pho-
tonic crystal physics, such as reciprocal lattice vectors, Brilluoin zone, matrix
eigen-vectors and eigen-states, basis functions, etc. are given.



VI Preface

The following chapters describe methods of the eigen-problems solution
for 1D, 2D and 3D photonic crystals as well as methods for computation
of field distribution inside nonuniform media. Solutions to several specific
problems, such as field distribution and eigen-states of microstructured fibers
and photonic crystal waveguides are given. In the last chapter, an example of
the design of the photonic crystal-based wavelength division demultiplexer is
considered.

For each case, models which allow to obtain fundamental characteristics
of a photonic crystal are considered. Detailed descriptions of problems such as
computation of the band structure and field distribution inside photonic crys-
tal devices are given. Main attention is given to numerical implementation of
the considered models. Algorithms and computation procedures for the plane
wave expansion method and finite-difference time-domain method are given.

The important feature of this book is the combination of theoretical mate-
rial and description of algorithms and program printouts based on the authors’
experiences.

Each chapter of the book, except the first two, contains examples of a
problem which includes computation techniques, algorithm description, and
peculiarities of its implementation, as well as computed results reflecting all
of intermediate and final stages of the computation, with a detailed analysis.
Thus, after studying the theoretical material, the reader can use the programs
provided for solving the examples recommended for knowledge consolidation
as well as original problems.

Besides commonly considered problems on computation of photonic band
structure and field distribution inside photonic crystals, the design method of
wideband photonic crystal filters which can be used for WDM demultiplexing
is given in the final chapter as an example of complex photonic crystal-based
device synthesis. Such an example consolidate the knowledge and skills ac-
quired the previous chapters together with described photonic band gap maps,
photonic density of states maps and computed spectral characteristics.

We try teaching the reader to make a purposeful choice of a method and
to understand its implementation algorithms. So we have provided convenient
tools for unassisted solution of the problems described in a separate chapter.
Program printouts can be directly used for modeling. Thus, we consider our
book as an effective practical addition to the well known, widely distributed
books.

Authors wish to express our thanks and appreciation to all colleagues, who
contributed to development of this book. We thank our colleagues O. Ibarra-
Manzano, J.A. Andrade Lucio, E. Alvarado Mendez from FIMEE, University
of Guanajuato (Mexico) who have organized visits of one of the authors (Igor
Guryev) to the University of Guanajuato and who stimulated work on this
book. We express our great thanks to our colleagues and friends, especially,



Preface VII

Dr. O. Shulika from Kharkov National University of Radio Electronics for
numerous helpful discussions, and reading and editing the final text. We would
also like to thank our Pierian spring, Mrs Alla Kublyk for her friendly support
and assistance.

Salamanca, Mexico and Kharkov, Ukraine, Igor Sukhoivanov
June 2009 Igor Guryev
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Introduction to Photonic Crystals

Summary. Chapter 1 gives a brief introduction into the basics of photonic crystals
which are a special class of optical media with periodic modulation of permittivity.
We give a general idea of what photonic crystals are and then describe different
kinds of photonic crystal lattices and introduce and discuss the basic terminology.
Main attention is paid to the band structure, eigen states and photonic band gaps.
Finally, some historical notes are given, where the first computed band structures
of three dimensional photonic crystal with face-centered cubic and diamond lattices
are presented as well as the band structure of inverted opal. At the end of the
chapter different areas of photonic crystal applications in optical communications
and lasers are given, such as waveguides, optical insulators, splitters, microresonators
for spontaneous emission management, etc.

1.1 Introduction: What are Photonic Crystals?

Photonic crystals (PhCs) are novel class of optical media represented by nat-
ural or artificial structures with periodic modulation of the refractive index.
Such optical media have some peculiar properties which gives an oportunity
for a number of applications to be implemented on their basis. Depending on
geometry of the structure, PhCs can be divided into three broad categories,
namely one-dimensional (1D), two-dimensional (2D) and three-dimensional
(3D) structures. Examples are shown in Fig. 1.1.

In 1D PhCs, the periodic modulation of the permittivity occurs in one di-
rection only, while in two other directions structure is uniform. As an example
of such a PhC it can be given the Bragg grating which is widely used as a
distributed reflector in vertical cavity surface emitting lasers. Besides, such
structures are widely used as antireflecting coatings which allow to decrease
dramatically the reflectance from the surface and are used to improve the
quality of lenses, prisms and other optical components.

2D PhC can have comparatively large variety of configurations, because
it possesses periodicity of the permittivity along two directions, while in the
third direction the medium is uniform. A good example of the 2D PhC is
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a b c

Fig. 1.1. Examples of 1D, 2D and 3D photonic crystals (a) 1D PhC, (b) 2D PhC,
(c) 3D PhC

porous silicon with periodically arranged pores, which is represented by the
silicon substrate with etched holes. Another example of 2D PhC is a period-
ically arranged system of dielectric rods in air. 2D PhC can also be found in
nature. For instance, the pattern on the butterfly’s wing and its rainbow play
is caused by the light reflection from the microstructure on the wing.

3D PhC has permittivity modulation along all three directions. At that,
the number of possible PhC configurations is much larger than in case of 1D or
2D PhC. Many works are dedicated to the design of new geometric configura-
tion of 3D PhC, which discover new possibilities of their application. The most
known naturally formed 3D PhC is valuable stone opal. This stone is known
by its unique optical properties. When turned around, it plays different colors.
Because of such a behavior, ancient people believed that opal possesses some
magic powers. However, now we know that all these peculiarities are caused
by the microstructure of opal. It consists of a number of microspheres placed
at nodes of face-centered cubic (FCC) lattice. Reflectance of such a structure
strongly depends on the radiation incident angle. So when one turns it around,
it starts to reflect the radiation with different wavelengths. Thus, optical prop-
erties of PhCs are determined by the existence of the periodic modulation of
the permittivity or the refractive index of the medium. At that, observed ef-
fects have strong analogy to the solid state, i.e., the periodically arranged
structure of atoms in crystal lattice. Such a similarity between the physics
of PhCs and solid-state physics gives the possibility to draw the analogy be-
tween some properties and computation methods applied to solid-state and
PhCs physics.

The most important similarities between PhC and solid-state physics are
as follows: Periodic modulation of the refractive index in a PhC forms a lat-
tice similar to atomic lattice of solid-state; behavior of photons in a PhC is
similar to electron and hole behavior in an atomic lattice; due to the lattice
periodicity both PhC and solid-state provide band gap, the range of energies
which particle cannot have inside the structure. From theoretical viewpoint,
determination of the eigenfunctions in a PhC is very similar to calculation of
the particle wave functions in the solid-state. This similarity is used to obtain
photonic band structure.
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However, along with strong similarity, there exist some essential
differences. One of the main differences is the particle energy distribution.
Electrons obey the Fermi–Dirac distribution while photons obey Boze–
Einstein distribution. Besides, electrons are affected by intracrystalline field
which leads to the necessity of taking it into account (it is necessary to note
that the shape of intracrystalline field is unknown, and investigators have to
use approximate methods such as k–p method). Photons are not affected by
intracrystalline field. Therefore, computation of the optical field distribution
or the photonic band structure is essentially simplified.

The most important property which determines practical significance of
the PhC is the presence of the photonic band gap. The photonic band gap
(PBG) refers to the energy or frequency range where the light propagation
is prohibited inside the PhC. When the radiation with frequency inside the
PBG incidents the structure, it appears to be completely reflected. However,
if one introduces the defect to the strictly periodic structure, the effect of such
a defect is the same as the defect introduction to the crystalline structure of a
semiconductor. This means that new eigen-state appears inside the PBG with
energy corresponding to the eigen-frequency of the defect. Thus, the radiation
within the defect frequency will propagate inside the structure or, in case of
multiple defects radiation will be guided like in waveguide.

Thus, there exist quite strong analogy between PhC physics and solid-state
physics both from the physical and mathematical points of view.

1.2 Photonic Crystal Lattice

Previously it was shown that PhCs possess different geometric conformations.
These conformations correspond to types of crystal lattice of solid-state crys-
tals. This fact gives the possibility to use the term “lattice” to indicate the
geometric conformation of the PhC.

1D PhC have very low number of possible periodic structure variations
because it is represented by the layered structure, so only the refractive index,
layer’s thickness and the number of layers within the period can be varied.
Thus, we start consideration of kinds of PhC lattices from 2D case. It is
obvious to assume that variation of the elements shape and their placement
gives an infinite number of lattice types. However, for technological reasons,
there are two commonly used types of the 2D PhC lattice, namely, square and
hexagonal. The unit cell of the PhC with square lattice has the shape of square.
Elements of such a PhC type must be similar to each other, i.e., they all can
have round, square, hexagonal or some other shape. The unit cell of hexagonal
lattice have the form of regular hexagon and the elements, like for the square
lattice, must be similar. Examples of such PhC types are shown in Fig. 1.2.

3D PhCs geometry can be varied in very different manners so they can have
a great number of lattice types. Because 3D PhCs are the most similar to solid-
state crystals, many lattice types of such PhCs have similar conformation and
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a
b

Fig. 1.2. Examples of 2D PhC lattice types. (a) 2D PhC with square lattice and
round elements shape, (b) 2D PhC with hexagonal lattice and round elements shape

a

b

c d

Fig. 1.3. Examples of 3D PhC lattices types. (a) FCC (face-centered cubic),
(b) woodpile, (c) spiral lattice (GLAD GLancing Angle Deposition), (d) quasi-
diamond lattice

similar names. Moreover, depending on the method of the PhC production,
it can possess conformation which cannot be obtained in solid-state crystals.
Some examples of the 3D PhC crystal lattices are shown in Fig. 1.3. Between
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them the FCC and diamond lattices have the solid-state analogs while the
woodpile and spiral (or GLAD) lattices are unique and can be obtained in
PhCs only.

Thus, PhCs have a number of possible lattice types which determines
a wide range of their fundamental properties such as the band structure,
transmittance and reflectance spectra.

1.3 Basic Terminology

Before we start to discuss the characteristics and computation methods, it is
necessary to introduce some basic terms. The first term and the most impor-
tant one is the band structure of the PhC.

The band structure of the PhC is the characteristic which gives the most
general information about the PhC properties. It is represented by a number
of eigen-states or eigen-frequencies of an infinite periodic structure.

Eigen-frequency is another important term, it is also called resonant fre-
quency of the structure. Since PhC is an infinite periodic strucutre, a num-
ber of Fresnel reflections appear at the media interfaces. Constructive and
destructive interference between forward and backward waves causes either
transmission or reflection of the radiation.

Each of the eigen-state sets correspond to the specific value of the radiation
wave vector. Independent of the dimensionality of the PhC, the band structure
is represented by a 2D plot. The example of such a band structure for 1D PhC
is given in Fig. 1.4.

The physical meaning of the band structure is to connect the properties of
the radiation with properties of optical medium the radiation propagates in.
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In Fig. 1.4 the horizontal axis corresponds to the wave vector of the radiation
and the vertical axis stays for the resonant frequencies of the medium. Let us
consider the case when the radiation with frequency ω1 incidents the PhC.
Once it penetrates into the structure, it possesses the exact wave vector which
is allowed by the structure. The value of such a wave vector can easily be found
from the band structure. We can see from Fig. 1.4 that wave vector value k1

corresponds to the radiation frequency ω1. Possessing this wave vector, the
radiation propagates through the structure.

Let us now consider another case. If the radiation has frequency ω2, we can
see that it falls at the frequency range where there are no allowed real wave
vectors. However, it still can possess the complex wave vector k2. Later, in
Chap. 2, we will see that the imaginary part of the wave vector corresponds to
either radiation attenuation or gain. In our case, it corresponds to attenuation.
This actually means that the radiation with frequency of this specific range
will be reflected from the structure. However, since the attenuation is finite
value, it will penetrate to the structure for some distance.

These two cases considered actually contain basic principles of the photonic
band structure analysis. Namely, the periodic medium possesses allowed and
forbidden frequency ranges. The radiation propagates inside the structure
within allowed frequencies only. Otherwise, it will be reflected.

The forbidden frequency ranges are usually referred to as photonic
band gaps.

If the radiation possesses allowed frequency, it takes the value of the wave
vector which can be found from the band structure. The last statement is more
important for 2D and 3D PhCs since the wave vectors for this structures are
connected with radiation propagation direction. This allows the PhC to set
the radiation propagation direction leading to a number of interesting effects
such as strong angular dispersion.

Of course, the list of terms considered here is not complete. Some new
terms will be introduced in subsequent chapters.

1.4 Historical Notes

Now, we can briefly consider the PhCs’ evolution as well as methods for their
design and investigation.

In spite of the fact that PhCs have attracted high attention only during
the last several decades, first assumptions of posibility to control the light
propagation using the periodic structures relate to 1887 [1]. Those were the
investigations of 1D periodic structures.

Almost after 100 years in 1972, Soviet Union scientist V.P. Bykov pub-
lished a paper where he described the possibility to use periodic structures
for the spontaneous emission control [2].

However, the first works assumed to start the intensive progress of PhC are
the works of E.Yablonovitch and S. John which was issued in 1987 in Physical
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Fig. 1.5. The band structure of 3D PhC with FCC lattice

Review Letters [3], [4]. Papers are dedicated to the possibility of spontaneous
emission management as well as the possibility of the radiation propagation
control using periodic structures. After publication of these articles, a number
of publications dedicated to PhC physics and technology doubles every year.

In 1990, K.M. Ho, C.T. Chan and C.M. Soukoulis [5] obtained the band
structure of the PhC with FCC lattices (opal structure) which consisted of
dielectric spheres with high refractive index placed in air. Example of such a
band structure computed by the PWE method is shown in Fig. 1.5.

As it can be seen from the figure, the first band lies within the relative
frequency range of 0–0.8. The second one coincides with the first band at the
wave vector section Γ − L (within the frequency range of 0–0.7) and Γ − X
(within the frequency range of 0–0.79). Moreover, within all the investigated
frequency ranges at least one eigen-state exists, so no complete PBG appears.
For instance, in Γ -point the eigen-frequency is equal to zero. At wave vector
range Γ − L the eigen-frequency smoothly grows from 0 to 0.8.

The existence of eigen-states at each point of the investigated frequency
range tells about the absence of complete PBG. Moreover, it appears that
the PhC with such type of lattice does not have the complete PBG at any
values of refractive indices. However, considering the band structure, one can
conclude that the PhC has wide partial band gaps at some propagation di-
rections (for instance, at the point L within the range from 0.7 to 0.77 there
are no eigen-frequencies). This means that the light with frequency in this
range propagating in corresponding direction will be reflected. This causes
the optical effects typical for all natural and artificial opals.

In the same work, there were also given results of band structure compu-
tation for the PhC with diamond lattice made of dielectric spheres placed in
air where they found the complete PBG between the second and third bands
(see Fig. 1.6).

In 1992, H.S. Sozuer and J.W. Haus [6] computed the band structure of
the PhC with inverted FCC lattice (also known as inverted opal) which is
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Fig. 1.6. The band structure of 3D PhC with diamond lattice

Fig. 1.7. The band structure of the PhC with inverted FCC lattice

presented in Fig. 1.7. The term inverted opal means that instead of dielectric
spheres placed in air, the inverted FCC lattice consists of a number of spher-
ical cavities separated by baffles with higher refractive index (see Fig. 1.8).
It appeared that such a PhC has complete PBG at relatively high refractive
index of material. Investigated inverted opal had complete PBG between the
eighth and ninth bands.

The appearance of the complete PBG inside the PhC with inverted FCC
lattice attracts a special interest, because today inverted artificial opals pro-
vide possibility of mass PhC production.

In 1998, the inverted artificial opal was obtained experimentally [7]. The
sphere’s diameter in the structure was approximately 1 μm, and the distance
between the spheres is very low so the spheres are almost touching. From the
technological point of view, it is much easier to grow the structure with such
parameters than with high distance between spheres because the base FCC
lattice consists of dielectric spheres in air so when the spheres touch each
other, their position can be easily locked in. The refractive index of the PhC
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Fig. 1.8. 3D PhC with inverted FCC lattice

material between spheres (TiO2) is 2.8 and it is too small to form the complete
PBG. However, when silica is used as the bulk material, the appearance of
the complete PBG is possible at some geometric parameters.

In 2000, the first 3D PhC which had the complete PBG within near infra-
red range was obtained [8]. Such a PhC consisted of silicon spheres arranged
in a diamond lattice.

Starting from 1987 and till 2005 more than 10,000 printed works dedicated
to PhCs and PhC-based devices were published. However, the serial produc-
tion now is available only for microstructured fibers which possess unique
properties and the possibility to manage the parameters and characteristics
within wide range and 1D PhCs which are produced in the form of distributed
Bragg reflectors of vertical cavity surface emitting lasers or in form in the form
of fiber Bragg gratings.

In spite of quite undeveloped technology for production of 2D and 3D
PhCs, there exist a number of optoelectronics directions such structures can
be applied to. The most important are the spontaneous radiation manage-
ment, optical insulators, nonlinear elements and microstructured fibers. Let
us consider each of these directions in detail.

• Spontaneous radiation management [3–9]. This property of PhCs was pre-
dicted on dawn of PhCs and it plays important role for the design of light
sources on the basis of PhCs. For instance, PhCs can be used to increase
the efficiency and to lower the threshold current of semiconductor lasers.
1D, 2D or 3D PhCs can also take a function of distributed reflector [10–15].
The second way to use the PhC as the element for the spontaneous radia-
tion management is the design of principally new radiation sources [16–19].
In such sources, both pure PhCs and PhCs with defects which form high-
quality resonators and provide strong radiation localization inside the de-
fect can be used for spontaneous radiation management and improvement
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of laser characteristics [9,20–25]. Depending on what type of PhC is used
(with or without the defect), the source can be monochromatic or poly-
chromatic, i.e., lasers or light-emitting diodes [26–35].

• Optical insulators. Utilization of the PhC as an optical insulator, as a
rule, is reduced to the utilization of the PhC possibility to localize the
radiation inside the defect of the periodic structure. At that, the radiation
wavelength must lie inside the PBG of the PhC. Main devices which can be
developed on the basis of such a PhC property are microcavities [36–43],
waveguides [44–55] and sharp waveguide bends [56–65], splitters [66–73],
couplers [74–82] and combiners [83–89]. Main function of microresonators
is based on the possibility of the PhC to localize the radiation inside the
defect area of the periodic structure. In fact, the defect can be represented
by the shift, variation of the parameters or missing of some elements or
group of elements.

• PhC waveguides [36,44–55] are represented by so-called linear defects of pe-
riodic structure. Such linear defects possess waveguiding properties within
quite a wide range of wavelengths. One of the unique PhC waveguide prop-
erties is the possibility to form very sharp bends under the angle up to
90◦ [90–98] and even more [99–106]. In contrast to planar waveguides, the
principle of which is based on the total internal reflection, the PhC waveg-
uides localize the light due to the presence of the complete PBG. Thus,
waveguide bend made on the basis of linear defect has higher efficiency
and is much more compact than that on the basis of planar waveguide.

• Splitters represent a class of optical devices which allow dividing an optical
power in given proportion or splitting it into polarized beams [66–73], [107–
110]. The PhC-based splitter can be represented by a number of optical
waveguides connected at a single point. In this case, the power passing
from the input waveguide is divided at the connection point. Another type
of splitter is based on coupling of parallel waveguides with low distance
between them [111–113]. The radiation from one waveguide smoothly flows
from the input waveguide to the output one. Varying waveguide para-
meters, one can easily vary a portion of power to be transmitted to the
output waveguide.

• Dispersion management [114, 115]. A unique dispersion property of the
PhC allows to use them as super-prisms [116–120], super-lenses [121–125],
multiplexers and demultiplexers [126–130].

• When investigating the super-prism-effect, the PhC is considered as a bulk
media. At that it possesses some effective refractive index which strongly
depends on the PhC geometry and the radiation wavelength. In some cases,
the refractive index can be negative [75,131–135].

• Super-lens effect [121–125] allows to use the PhC in order to focus an opti-
cal radiation. Moreover, dispersion properties of PhCs allow to create com-
pact and highly-efficient wavelength division demultiplexers [126–130]. The
wavelength division demultiplexer allows to separate information channels
which are transmitted at different wavelengths over a single waveguide
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channel. The PhC-based demultiplexer will be a compact one because the
PhC waveguides and waveguide bends size is of order of the wavelength.
Moreover, the channel’s density can be dramatically increased if necessary
in comparison to commonly used demultiplexers on the basis of dispersion
elements.

• Nonlinear elements [136–141]. The introduction of nonlinear materials into
the periodic structure can cause the appearance of very interesting and un-
expected effects. Nonlinear materials change their refractive index under
high intensity radiation passing over them. Such variations of the refractive
index can cause essential variation of device fundamental characteristics.
These possibilities give rise to a new class of optical devices such as op-
tical information storage elements [142–146], logical elements [147–150]
and optical power limiters [138–153]. Discrete optical solitons [154–156]
inside the nonlinear PhC may be used for information storage. Such soli-
tons managed by the radiation allow to implement the information writing
and reading. A principle of the optical logical elements is based on the fact
that the power of a single optical signal is not enough to essentially change
the structure properties. However, when two signals incident the nonlin-
ear structure, the refractive index variation appears such that the optical
properties of the whole PhC are changed as well, particularly, transmit-
tance and reflectance. At that, some situations may happen. The first one,
when the optical gate was closed at low radiation intensity and it opens
at high intensity, thus implementing AND gate. The second case is vice
versa. At low radiation intensity, the gate is opened and the growth of the
intensity leads to the gate closure. This situation is for AND-NOT gate.

• Optical power limiters [151–153] can be used to avoid the optical sensors
damage due to the high intensity radiation and for the normalization of the
optical source intensity at the input of the optical circuit. Their principle
consists of the growth of the reflectance of the nonlinear PhC structure
with the radiation intensity. At that, the output optical intensity stays
constant.

• Microstructured fibers [157–173]. Such optical fibers consist of finite-size
PhC with one or several defects introduced to the center. The radiation is
concentrated inside the defect. There are two different types of microstruc-
tured fibers. The first one is based on the effect of total internal reflection.
In this case, the PhC represents the reflecting cladding with lower re-
fractive index. Such fibers are usually singlemode within wide wavelength
range in contrast to ordinary step-index fibers. The principle of the second
type of microstructured fibers is based on the radiation localization inside
the defect due to the complete PBG. Such fibers are usually multimode,
however, they allow to localize high radiation power inside the defect area.
Thus, they can be used for transmittance of high radiation power and for
achievement of some nonlinear effects. Currently, a variety of applications
devices is proposed and implemented, which utilize unique properties of
microstructured fibers [174–200].



12 1 Introduction to Photonic Crystals

• Slow light is another important application which is being extensively de-
veloped [16–18]. It employs PhC’s ability to possess ultra-low group ve-
locity at specific wavelength. The devices based on slow-light effect can
be used as photonic routers in transparent optical networks, low modal
volume microlaser, optical delay lines, etc.

1.5 Problems and Questions

Problem 1.1. Describe similarities and differences between solids and pho-
tonic crystals.

Problem 1.2. Give the definition of the photonic band gap.

Problem 1.3. Describe the lattice structure of square and hexagonal crystals.

Problem 1.4. Describe the different kinds of 3D PhC lattices.

Problem 1.5. Characterize the main terms used for band structure
description.

Problem 1.6. What happens to radiation which possesses complex wave
vector?

Problem 1.7. Describe the opal structure and its band structure.

Problem 1.8. Describe the inverted opal structure and its band structure.

Problem 1.9. Give examples of PhCs application in passive components of
optical systems.

Problem 1.10. Specify examples of the elements controlling optical radiation
which are based on PhCs.
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Fundamentals of Wave Optics

Summary. Chapter 2 discusses the basics of wave optics and briefly introduces the
reader into the wave propagation in an optical medium, which simplifies the study of
the material presented in following chapters. Such terms as optical medium and its
theoretical description are described shortly. The Maxwell’s equations are written
and principal conception of plane wave propagation is discussed. Then, optical wave
behavior in a dielectric medium is considered by means of general solution of the
wave equation and such crucial parameters as polarization, refractive index and
group velocity are considered.

2.1 What is an Optical Medium? – Theoretical Models

The interaction between electromagnetic field and medium is the main ques-
tion for understanding of fundamentals of optical wave propagation in waveg-
uides and operation of many other passive and active optical devices.

Discussion of the optical wave fundamentals should consist of the following
questions: what optical medium is; what properties the medium has; how
optical medium influences electromagnetic field; and, at last, how to describe
the electromagnetic field and its interaction with optical medium. Generally,
that problem is illustrated in Fig. 2.1 where the spherical electromagnetic wave
irradiated from the point source incidents the object. To solve the problem
of their interaction, we should characterize the field inside and outside the
medium placed in the free space, taking into account its modification at the
boundary of the object.

The distances between atoms are one of the key points in characteriza-
tion of interaction with light. In optical devices and optical structures the
thickness of layers in case of layered structure or elements size in case of PhC
can be comparable with the wavelength. In such a case, interaction of light
with the medium may have different effects like transparency, total or par-
tial reflections and refraction. In optical media used in lightwave technology,
the distance between atoms is of the order of 0.1 nm, which is small com-
pared to the wavelength of light that is used in optical communications (these
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Fig. 2.1. Problem of interaction between EM field radiated from the point source
and optical medium

wavelengths are in range of 0.8–1.6 μm). With this, the medium is assumed
to be a homogeneous medium. Moreover, in many cases, optical medium can
be assumed to be isotropic and time invariant. Hereafter, it will be assumed
that the properties of an optical medium are described by the permittivity ε,
the permeability μ and the conductivity σ.

In special cases, an optical medium has nonlinear response to an exter-
nal influence. Nonlinear effects like second harmonic generation, Kerr effect,
solitons and vortices formation, etc., plays a more important role in advanced
optoelectronics and photonics.

2.1.1 Wave Optics

When ε, μ and σ for the material are defined, then Maxwell’s equations solu-
tion is a good starting point for analyzing the propagation of light also known
as the wave optics. The wave optics provides, particularly, the problem so-
lution of electromagnetic waves propagation in optical waveguides, namely,
determination of the electric and magnetic components’ amplitudes of the
optical field, as well as its phase and amplitude distribution in space. If the
thickness of the core of the optical waveguide is of the order of the wavelength,
then the propagation can be described with a few modes which are functions
of the optical waveguide parameters and the wavelength of the light. If, on
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Fig. 2.2. Optical radiation representation in the geometrical (a) and wave (b) optics

the other hand, the core radius is large as compared to the wavelength, then
many propagating modes appear. In this case, it will be more effective to solve
the problem by means of geometric optics.

2.1.2 Geometric Optics

When dimensions of objects are large compared to the wavelength of the
light, an approximate method can be used to study the light propagation.
The geometric optics or ray optics uses the methods of geometry in order
to formulate the laws of optics. In geometric optics the concept of light rays
is introduced in order to describe optical phenomena. The paths taken by
the light rays in heterogeneous and compound media are derived from the
so-called eikonal equation [201].

Figure 2.2 schematically shows correspondence of both methods. The light
irradiated from the point source can be represented like a ray (light beam
shown on the Fig. 2.2a) directed angularly from the point source with the an-
gle θ to the optical axes z. This angle θ corresponds to the propagation vector
β, which has the same angle to the axis (see Fig. 2.2b) and characterizes the
direction of wave propagation with the same angle θ and its phase. The propa-
gation vector is perpendicular to the constant phase surfaces of the propagat-
ing wave which are marked by concentric arcs with the center in the point S.

2.2 Wave Propagation: Maxwell’s Equations

Light consists of an electric field and magnetic field that oscillate at very high
rates, of the order of 1014 Hz. This field propagation is described by periodical
functions. Transfer of electromagnetic wave energy through empty space is
realized by electric and magnetic fields which exchange the energy obeying
Ampere’s and Faraday’s laws. Magnetic field variation is perpendicular to
the electric field. A single frequency electromagnetic wave exhibits harmonic
variation of electric and magnetic fields in space. In any fixed location, the
field amplitude varies with optic frequency. The magnitude of the field repeats
itself after one period of the oscillation. The wave repeats itself in space after
a distance λ called wavelength which is actually spatial period of the wave.
The reciprocal quantity is called wave number.
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Within the classic theory, all the electromagnetic phenomena are described
by the system of Maxwell’s equations which gives the time dependence of
electric and magnetic fields and their interaction with optical medium.

Before discussing light propagation in complex optical structures such as
PhCs, we consider its propagation in free space. For a medium with free
charges and with current, Maxwell’s equations are taken in the following form

∇ × E = −∂B
∂t

, (2.1)

∇ × H = J +
∂D
∂t

, (2.2)

∇ · D = ρ, (2.3)

∇ · B = 0, (2.4)

where t denotes the time, ∇ is the nabla operator, “·” and “×” denotes scalar
and vector products. In Cartesian coordinates,

∇ = x
∂

∂x
+ y

∂

∂y
+ z

∂

∂z
,

where x,y, z are unit vectors. The vectors E and H are the coordinate- and
time-dependent vectors of electric and magnetic fields, respectively, D and B
are corresponding dielectric displacement and magnetic inductance. The
sources of the electromagnetic field are the charge density ρ and the current
density J. They are connected by the continuity equation, which is given by
taking divergence of (2.2) and using (2.3) and the relation ∇ · ∇ × H = 0:

∇ · J = −∂ρ

∂t
.

In case of nonconductive medium like silica or other material used for
optical waveguiding in passive devices like optical fiber or planar waveguide,
J = 0 and ρ = 0. The flux densities are related to the field vectors by the
material relations

D = ε0E + P, (2.5)

B = μ0H + M, (2.6)

where

ε0 = 8.85 · 10−12 −
[

As

V m

]

is the electric constant,

μ0 = 4 · 10−7

[
V s

Am

]

is the magnetic constant, P is the electric polarization of the medium induced
by the electric field E in the medium and M is the magnetic polarization of
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the medium. For optical fibers M = 0 because of the nonmagnetic nature of
silica glass. The product of constants ε0 and μ0 is equal to

ε0 · μ0 = 1/c2, (2.7)

where c ≈ 3 · 108 m/s is the light speed in vacuum. The concept of P will
be explained below. The response of individual electric charges to an electric
field can be described by Newton’s laws. The behavior of a charged fluid has a
field description that will not be discussed here. The behavior of many solids
in response to an electric field can be described well with the same kind of
approximation which are usually made for stress and strain. If we think of
stress as the perturbation applied to a sample and the strain as the response
of the sample to the perturbation, we can say that in our model the response
is proportional to the perturbation. The response of many common solids to
an applied electric field is such that the electric field inside the sample is
less than the applied one. It is similar to the solid that has produced its own
charge distribution, i.e., becomes polarized, so that it produces an electric field
which is added in opposition to the applied field. Materials which possess such
properties are called dielectrics.

We consider the polarization of the material as the response in this case.
It turns out that in many useful situations the polarization is proportional
to the applied electric field. We need to define the polarization in a way that
allows us to measure it.

Evaluation of the electric polarization P requires a microscopic quantum
mechanical approach. Although such an approach is essential when the optical
frequency is near a medium resonance, a phenomenological relation between
E and P can be used far from the medium resonance. This is the case for
optical fibers at the wavelength region 0.5 − 2 μm, a range that covers the
low-loss region of optical fibers and is of interest for fiber-optic communication
systems. In a homogeneous linear and isotropic dielectric medium, which are
considered in the book, polarization is aligned with and proportional to the
electric field E. In an anisotropic material, the polarization and the field are
not necessarily in the same direction. In general, the relation between E and P
can be nonlinear. Although the nonlinear effects in optical waveguides deserve
consideration according to [202], they can be ignored in a following description
of fiber modes.

Electromagnetic waves carry energy as they travel through empty space.
There is an energy density associated with both the electric and magnetic
fields. The amount of energy transport per unit area is described by the vector

S =
1
μ0

E × B, (2.8)

which is called the Poynting vector. This expression is a vector product, and
since the magnetic field is perpendicular to the electric field, S will be per-
pendicular to E,B- plane and coincides with a wave propagation direction.
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2.3 Wave Equation in Vacuum

In a vacuum, there is no medium. As a result, there is no induced polarization
or current. In other words, both P and J are equal to zero. Therefore, the
Maxwell’s equations are reduced to

∇ × E = −∂B
∂t

, (2.9)

∇ × H =
∂D
∂t

, (2.10)

∇ · D = 0, (2.11)

∇ · B = 0. (2.12)

Four equations (2.1)–(2.4) describe the interdependence between E and H.
To solve the set of equations (2.9)–(2.12) one can eliminate H and derive an
equation for E only. Taking the curl of ∇ × J and employing the material
equation (2.6) gives

∇×∇× E = ∇×
(
−∂B

∂t

)
= −ε0μ0

∂2

∂t2
E, (2.13)

since

∇×
(
−∂B

∂t

)
= − ∂

∂t
(∇× μ0H) = −μ0

∂

∂t
(∇× H) = −ε0μ0

∂2

∂t2
E.

Vector calculus gives the identity

∇×∇× E = ∇(∇ · E) −∇2E = −∇2E. (2.14)

Here,

∇2 =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

is the Laplace operator and equation (2.5) was used which gives ∇ · E =
∇ · (ε0D) = ε0∇ ·D = 0. Therefore, the wave equation for the electric field in
vacuum is

∇2E − 1
c2

∂2

∂t2
E = 0. (2.15)

The similar wave equation can be obtained for magnetic component by
eliminating E from equations (2.9)–(2.10). The general form of the solution
of the Eq. (2.15) has the form:

E(x, y, z, t) = a+E+(k · r − ωt) + a−E−(k · r + ωt), (2.16)

where r = (x, y, z) is the coordinate vector, k = (kx, ky, kz) is the wave vector,
ω = 2π/λ is the angular frequency and λ is the wavelength. Functions E+
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and E− describe the wave behavior in space (argument k · r) and time (argu-
ment ωt), and a+ and a− are amplitude coefficients depending on boundary
conditions.

A wave vector is a vector which specifies the wavenumber and direction
of propagation of the wave. The magnitude of the wave vector indicates the
wavenumber. The orientation of the wave vector indicates the direction of
wave propagation. Wavenumber indicates the number of electric and magnetic
vectors oscillations per unit of space and is measured in m−1. Components of
the wave vector corresponds to the wave numbers in x, y and z directions as
follows

ω2

c2
= k2

x + k2
y + k2

z . (2.17)

The physical meaning of the wave solution given by (2.16) can be under-
stood as follows. First, let us consider the special case when kx = ky = 0. In
this case the argument (k · r − ωt) is reduced to

kxrx − ωt = kx(rx − ω

kx
t).

This means that the wave E+ is a wave propagating in positive k direction
at velocity of ω/kx. Similarly, E− represents a wave propagating in negative
k direction. In general, when all components of the wave vector are non-
zero, wave propagates in k direction with a velocity of light. The special
case is important for understanding of wave propagation and for practical
applications in wave equation solution (2.15) in case when the field has only
one component. This solution is called the plane wave. This case is described as

E(x, y, z, t) = Eej(ωt−kz·z)x. (2.18)

Here, the electric field has only one component in the x-direction and
propagates in the z-direction. Figure 2.3 shows a plane sine wave in two di-
mensions. The large arrow is a wave vector, which defines the direction of
wave propagation by its orientation perpendicular to the wave fronts. As in
case of spherical wave shown on the Fig. 2.2 the wave fronts of the plane wave
are constant phase plane surfaces separated by one wavelength. The evolution
time of the wave is defined by a term (ωt). For a plane sine wave, the formula
(2.18) is transformed to

E(x, y, z, t) = sin(k · r − ωt) = sin(kxx + kyy + kzz − ωt).

If we assume that a wave front is a line along the comb of the wave, then the
wave fronts are lines or surfaces of constant phase, and the equation defining
a wave front is simply k · r = const. For one dimensional propagation of light
just along the x axis we obtain the scalar wave number

kx =
ω

c
=

2π

λ
. (2.19)
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Fig. 2.3. Plane sine wave definition

Substituting electric field equation (2.18) into (2.9) and integrating over
time, we obtain:

H =
k

jμ0ω
Exej(ωt−kz·z)y = −j

√
ε0

μ0
Eej(ωt−kz)y. (2.20)

Thus, both the electric field and magnetic fields are perpendicular to the
wave propagation.

2.4 Waves in Dielectric Media

In a dielectric medium, a nonzero polarization P is induced by an external
electric field E. To understand the physical meaning of P, we consider a
medium made of positive and negative charges (e.g., protons and electrons).
When an electric field is present, it separates the positive and negative charges.
This charge separation results in an additional electric field. This additional
electric field is called the induced polarization.

Various media respond differently to a given external electric field. When
the medium is linear and isotropic, P is linearly proportional to E and can
be expressed as

P = ε0 · χE, (2.21)

where χ is called the electric susceptibility. It is the proportion coefficient
between polarization and electric field.
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Linear susceptibility is, in general, a second-rank tensor but reduces to
a scalar for an isotropic medium such as silica glass. Optical fibers become
slightly birefringent because of unintentional variations in the core shape or in
local strain. In general, the susceptibility is a function of the frequency ω of the
applied field. When the field is an arbitrary function of time t, the polarization
is a convolution of the Fourier transform of χ(ω) with the E(t). This reflects
the fact that the dipoles in the material cannot respond instantaneously to
the applied field, and causality considerations lead to the Kramers–Kroenig
relations.

With this definition, the electric displacement is

D = ε0E + P = ε0εE, (2.22)

where
ε = 1 + χ (2.23)

is called the dielectric constant or the relative permittivity of a dielectric
material. The dielectric constant of a material affects how electromagnetic
signals (light, millimeter-waves, etc.) move through the material. A high value
of dielectric constant makes the distance inside the material look bigger. This
means that light travels more slowly. It also compresses the waves to behave
as if the signal had a shorter wavelength.

2.4.1 Refractive Index of Dielectric Medium

For an electromagnetic field in a dielectric medium without current, Eq. (2.10)
reduces using (2.22) to

∇× H = εε0
∂E
∂t

. (2.24)

Using the same procedure described earlier for Eq. (2.15), the wave equa-
tion for the electric field is

∇2 − ε

c2

∂2E
∂t2

= 0. (2.25)

Therefore, the only difference of this equation from (2.15) is that the wave
propagation velocity changes from c to c/n, where n =

√
ε is the refractive

index of the medium. Consequently, the refractive index of a medium is a
measure for how much the speed of light (or other waves) is reduced inside
the medium.

2.4.2 Lossy Dielectric Medium

The current term in the wave equation can be included to represent the power
loss during wave propagation. In this case, the induced current is related
to the electric field by J = σE, where σ is the conductivity. If the electric
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field has a time dependence ejωt, the induced current density also has the
same time dependence. Therefore, this current effect is included in the electric
susceptibility as follows. From (2.2),

J +
∂D
∂t

=
∂

∂t
(

J
jω

+ D) =
∂

∂t
(εE), (2.26)

with the dielectric constant ε.
In general, ε(r, ω) is complex. Its real and imaginary parts correspond to

the refractive index n and the absorption coefficient α by the definition [202]

ε = (n + jαc/2ω)2, (2.27)

By using (2.26) and (2.27), n and α are related to χ as

n = (1 + Re {χ})1/2, (2.28)

α = (ω/nc)Im {χ} , (2.29)

where Re and Im stand for the real and imaginary parts, respectively. Both
n and α are frequency dependent. The imaginary part of the refractive index
represents either losses (if negative) or gain (if positive). The frequency de-
pendence of n is referred to as chromatic dispersion. In case of losses present
in medium, the radiation exponentially decays as shown in Fig. 2.4.

If D is substituted in (2.2) from (2.5), the wave equation for the electric
field is reduced to

∇E − 1
c2

∂2

∂t2
E = μ0

∂2

∂t2
P. (2.30)

Using the Fourier transform of E (r, t) formula (2.31)

Ẽ(r, ω) =
∫

E (r, t) exp(jωt)dt (2.31)

x Ex

Hy
Ex=Ex0 exp(–az) cos(–bz)

y

z

exp(–az)

Fig. 2.4. Wave in lossy dielectric medium
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and similar relation for P (r, t) together with (2.7), one can write wave
equation (2.15) in the frequency domain

∇×∇× Ẽ = −ε(r, ω)
ω2

c2
Ẽ, (2.32)

with the frequency-dependent permittivity

ε(r, ω) = 1 + χ̃(r, ω) (2.33)

and χ̃(r, ω) is the temporal Fourier transform of χ(r, t). In term of frequencies
the wave equation can be obtained as

∇2Ẽ + n2(ω)k2
0Ẽ = 0, (2.34)

where the free-space wave number k0 is defined as

k0 = ω/c = 2π/λ0 (2.35)

and λ0 is the vacuum wavelength of the optical field oscillating at the fre-
quency ω. Equation (2.34) is solved next to obtain the optical modes.

2.5 Group Velocity

The concept of group velocity is important for understanding lightwave prop-
agation and quantifying fiber dispersion. In general, there are two different
velocities: group velocity and phase velocity. To see the meanings of these
velocities, let us first consider a traveling wave of the following form:

E(t, z) = E0 cos(ω0t − βz). (2.36)

Its Fourier transform with respect to time is

E(ω, z) = E0π[δ(ω − ω0)e−jβz + δ(ω + ω0)ejβz]. (2.37)

This means that a plane wave has a constant frequency. This constant
frequency wave is called a monochromatic wave and is also called a continuous
wave (CW). In this case, the phase velocity is defined as

vp =
ω0

β
. (2.38)

Thus, phase velocity is the velocity of a constant phase plane that moves
in the propagation direction.

For the plane wave considered, its amplitude or power is constant over the
entire space, time- and position-independent. In other words, one cannot tell
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“where” the wave is. Actually, it is everywhere. On the other hand, for two
plane waves with a little difference in frequency and wave number,

E(t, z) = E0 cos(ω1t − β1z) + E0 cos(ω2t − β2z), (2.39)

after trigonometric transformations, takes form:

E(t, z) = 2E0 cos(Δωt/2 − Δβz)cos(ω̄t − β̄z), (2.40)

where Δω = ω2 − ω1 and Δβ = β2 − β1 are assumed to be small, compared
to ω̄ = (ω1 + ω2)/2 and β̄ = (β1 + β2)/2, respectively. Thus, the envelope of
the combined wave has a velocity

vg =
Δω

Δβ
. (2.41)

This is called the group velocity. As the derivation shows, it means the
propagation velocity of energy.

The concept of group velocity can be generalized from the two monochro-
matic waves to a “Wave packet”. This form gives a possibility to represent
the group velocity like

vg =
∂ω

∂β
. (2.42)

The above presentation shows that each component at a different fre-
quency travels at the same speed of vg. In other words, the wave packet or its
amplitude travels at the group velocity vg.

2.6 Summary

1. Electromagnetic waves are described by a wave equation arising from
Maxwell’s equations. Electromagnetic waves provide energy transport de-
scribed by the Poynting vector.

2. In general, in a homogeneous linear and isotropic dielectric medium, the
polarization is aligned with and proportional to the electric field E. In an
anisotropic material, the polarization and the field are not necessarily in
the same direction.

3. The phase velocity is the velocity of constant phase plane.
4. The group velocity is the velocity of the enegry propagation.
5. A wave vector is a vector which specifies the wavenumber and direction of

propagation for a wave. The magnitude of the wave vector indicates the
wavenumber. The orientation of the wave vector indicates the direction of
wave propagation. Wavenumber is a measure of the number of repeating
units of a propagating wave per unit of space and is measured in m−1.

6. The refractive index of a medium is a measure for how much the speed of
light (or other waves) is reduced inside the medium.
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2.7 Problems and Questions

Problem 2.1. What is permittivity of the medium?

Problem 2.2. How the refractive index is connected to permittivity?

Problem 2.3. Derive the wave equation from the Maxwell’s equations in
vacuum.

Problem 2.4. Derive the frequency domain Helmholtz equation in dielectric
medium.

Problem 2.5. Show that Maxwell’s equation ∇×E = −∂B/∂t and ∇·E = 0
are consistent, i.e., they do not contradict each other.

Problem 2.6. Explain terms “plane wave” and “polarization”.

Problem 2.7. Search out the magnetic strength H for nonuniform plane wave
in a medium with parameters ε and μ, if the electric strength is given by:
Ey = E0 exp(i(ωt − kz · z) − kx · x), Ex = Ey = 0.
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Fundamentals of Computation of Photonic
Crystal Characteristics

Summary. Chapter 3 gives solutions for simplest problems such as calculation
of field distribution and reflectance spectrum for one-dimensional (1D) photonic
crystal. Starting from the Maxwell’s equations for dielectric nonmagnetic structure,
we show the derivation of the Helmholtz equation and find its solution for 1D layered
structure. In addition, the boundary conditions and equation transformation to set of
linear equations which are solved using Cramer’s method are described thoroughly.
This mathematical technique is then applied for computation of the reflectance
spectra of 1D perfectly periodic structure and structures with different defects. These
results can be easily applied for design of VCSELs, DFBs, or optical demultiplexers.
At the end of the chapter the example of an original Matlab program for computation
of reflectance spectrum of 1D user-defined layered structure is presented and several
problems and questions for self-training are given.

3.1 Computation of the Field Distribution
in One-Dimensional (1D) Photonic Crystal

The best understanding of physical properties of periodic structures when
they are irradiated by the radiation of the specific wavelength can be given
by consideration of the simplest case of the field distribution computation
in an arbitrary layered structure. An arbitrary layered structure denotes the
structure represented by a number of dielectric layers with arbitrary values of
thickness and permittivity. At that, the structure is strictly uniform within a
single layer.

In order to start the computation of the 1D structure characteristics, it
is first necessary to derive the wave equation from the system of Maxwell’s
equations as was shown in Chap. 2. We restrict ourselves to the simplest case
of isotropic and non-conductive media. Moreover, we consider non-magnetic
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media only. With this, we consider the corresponding Maxwell’s equation
(2.24). The material equations for non-magnetic medium take the following
form:

B (r, t) = μ0H (r, t) ,

D (r, t) = εr (r) ε0E(r, t),
(3.1)

where μ is the vacuum permeability, and εr and ε0 are the relative permittivity
and electric constant. As long as we suppose the medium to be non-magnetic,
its relative permeability is equal to 1. Thus, the selected form of the equations
pair is written down for the medium which is susceptible to the electric field
and unsusceptible to the magnetic field.

Writing the equations in the abovementioned form, we completely deter-
mined the variations of environment parameters. For instance, within our
model we will not be able to consider magnetic properties of the medium as
well as its anisotropy.

First, we will substitute the material equations to Maxwell’s equations to
obtain the system without electric displacement and magnetic inductivity.

∇× E (r, t) = −∂μ0H (r, t)
∂t

,

∇× H (r, t) =
∂εr (r) ε0E (r, t)

∂t
.

(3.2)

Taking curl from both left and right sides of the first equation, we substi-
tute the second equation into the first one to obtain the following relation:

−∇×∇× E (r, t) = εr (r) μ0ε0
∂E (r, t)

∂t2
. (3.3)

Taking into account relation (2.14), the wave equation can be written in
the following form:

ΔE (r, t) +
εr (r)

c2

∂E (r, t)
∂t2

= 0, (3.4)

where Δ = ∇2 is the Laplace operator.
However, the analytic solution of such a non-stationary equation is quite

complex. Moreover, in case of propagation of the radiation with constant
amplitude, there is no necessity in solution of non-stationary equation. In order
to simplify the problem, we will derive the Helmholtz equation. This means
that the time derivative should be eliminated. For this reason we represent
electric field as the product of the complex amplitude and the time-dependent
harmonic function:

E(r, t) = E0(r)ei(k(r)·r+ω·t) = E0(r)ei(k(r)·r)ei(ω·t), (3.5)

where k is the radiation wave vector and ω is the radiation angular frequency.
Substituting the expression for the electric field presented in the form

of (3.5) to the wave equation and taking the second time-derivative from
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time-dependent harmonic function we obtain the Helmholtz equation in the
following form:

∇2E0 (r) + εr (r)
ω2

c2
E0 (r) = 0. (3.6)

The Helmholtz equation does not contain time-dependent functions. By
solving this equation, it is possible to find the reflectance and transmittance
of the finite structure, as well as the field distribution and eigen-frequencies
of an infinite structure.

Let us now consider a finite 1D layered structure. The description of the
radiation propagation inside such a structure can be found by the solution of
the Helmholtz equation presented in the following form:

∂2Ez (x)
∂x2

+ εr (x)
ω2

c2
Ez (x) = 0. (3.7)

Here we have the coordinate derivative along one direction only because
the variation of the permittivity takes place along this direction only. Thus,
we consider the case of light propagating perpendicularly to layer-to-layer
interface.

After the 1D Helmholtz equation is written down, it is necessary to define
the structure and to find out which parameters of this structure will be
taken into account and, thus, should be correctly defined. 1D layered struc-
ture can be defined by layer thicknesses, their placement and refractive in-
dices. Figure 3.1 depicts an example of the definition of 1D arbitrary layered
structure. Each layer has some specific thickness (d1, d2, . . . dN−1) and refrac-
tive index (n1, n2, . . . nN−1). The structure is surrounded by material with
refractive index n0 = nN . Arrows indicate forward wave and backward wave
inside each layer. Backward waves appear due to the Fresnel reflection from
layer-to-layer interface.

Solution of the Helmholtz equation for such a structure consists in de-
termination of amplitudes of forward and backward waves inside each layer.

Fig. 3.1. Definition of an arbitrary layered structure
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After this, it is possible to obtain the field distribution inside the structure as
well as to determine the reflectance and transmittance of the structure.

The general solution of the Helmholtz equation for j-th layer takes the
following form:

Ej(x) = Aje
j·njk·xj + Bje

−j·njk·xj , (3.8)

where A and B are the amplitudes of forward and backward waves corre-
spondingly. As it was shown in Chap. 2, forward and backward waves present
in each layer. Their superposition forms the field distribution. However, gen-
eral solution of the equation is not enough to find wave amplitudes. In order to
do this it is necessary to satisfy initial and boundary conditions. In our case,
the initial conditions are those ones which determine the radiation source. If
the radiation incidents the structure from free space, the initial conditions are
defined at the border of the considered computation region. If there are light
sources inside the structure (e.g., an active layer) the initial conditions will
be defined in the correspondent layer.

Let us consider our case in detail. For instance, the light incidents the
structure from free space to the first layer. At that, we assume that after
the last interface of the structure there are no more interfaces, hence the
reflectance is absent. Thus, as one of the boundary conditions, we can use
equivalence to zero of the backward wave amplitude behind the last interface.
Moreover, as an initial condition, we are free to choose the amplitude of the
forward wave before the first layer, thus, defining the amplitude of the wave
which incidents the structure.

As for other boundary conditions, they determine the way how the field
distribution functions, or wave functions, are “bonded” at the interfaces. In
case of 1D layered structure, we consider the tangential component of the
electric field only so boundary conditions are formulated as the equality of
wave functions and their first derivatives at the interface:

Ej (xj) = Ej+1 (xj) ,

∂

∂x
Ej (xj) =

∂

∂x
Ej+1 (xj) ,

(3.9)

where xj is the coordinate of j-th interface. We now substitute the general
solution (3.8) to the expressions (3.9) so the resulting system has the following
form:

Aje
j·njk·xj + Bje

−j·njk·xj = Aj+1e
j·nj+1k·xj + Bj+1e

−j·nj+1k·xj ,

j · nj · k · Aje
j·njk·xj + j · njk · Bje

−j·njk·xj =

= j · nj+1 · k · Aj+1e
j·nj+1k·xj − j · nj+1k · Bj+1e

−j·nj+1k·xj .

(3.10)

Writing down such an equation system for each structure interfaces, we
obtain the system of linear equations containing 2N + 2 equations for the
structure with N layers. The system contains 2N + 4 of unknowns.
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A0e
ikn0x0 + B0e

−ikn0x0 = A1e
ikn1x0 + B1e

−ikn1x0

ikn0A0e
ikn0x0 − ikn0B0e

−ikn0x0 = ikn1A1e
ikn1x0 − ikn1B1e

−ikn1x0

A1e
ikn1x1 + B1e

−ikn1x1 = A2e
ikn2x1 + B2e

−ikn2x1

ikn1A1e
ikn1x1 − ikn1B1e

−ikn1x1 = ikn2A2e
ikn1x1 − ikn2B2e

−ikn1x1

...

...

ANeiknN xN + BNe−iknN xN = AN+1e
iknN+1xN + BN+1e

−iknN+1xN

iknNANeiknN xN − iknNBNe−iknN xN = iknN+1AN+1e
iknN+1xN

−iknN+1BN+1

(3.11)

In order to solve the system it is necessary to eliminate two extra variables.
For this reason we use the last boundary condition defining the amplitude of
the backward wave behind the last layer BN+1 to be equal to zero. We also
use the initial condition assigninig some specific value to the amplitude of the
forward wave before the first layer A0.

Obtained linear system of equations is solved by some standard methods
such as Cramer’s method [203]. As a result of the solution we have a set of
amplitudes of forward and backward waves inside each layer. In order to ob-
tain the field distribution inside the structure, it is necessary to substitute
amplitudes A and B to the solution in the general form (3.8). Making this
for each layer and plotting the obtained function as a dependence of coordi-
nate we will obtain the electric field component distribution inside 1D layered
structure. The example of such a distribution inside the structure containing
one layer with refractive index 3.5 surrounded by air is shown in Fig. 3.2.
Here, red vertical lines mark interfaces. It is an obvious fact that the wave
function frequency inside the high-index medium is higher than in air because
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Fig. 3.2. Field distribution inside 1D structure with one layer
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the argument of the exponent in the expression (3.8) contains refractive in-
dex. Besides, the function is smooth and continuous because of the boundary
conditions (3.9) which give the continuity of the function and its derivative
at the interfaces.

3.2 Applications of the Field Distribution Computation

Let us assume that we have not just an arbitrary, but some finite-size periodic
structure; that is, the structure where a group of two or more layers is trans-
lated several times. The behavior of such a structure is quite easy to predict if
we know its layers’ parameters. Such a periodic structure is usually referred to
as Bragg grating or distributed Bragg reflector. The peculiarity of the Bragg
grating is the possibility to fine-tune the transmittance and reflectance spec-
trum by the variation of layer parameters. At that, the structure has very
high reflectance at some specific wavelengths while at another wavelength it
may be transparent.

In case of the structure containing periodically repeated pair of layers, the
wavelength of maximum reflectance also known as Bragg wavelength, can be
found from the following expression:

λBr = 2 (nada + nbdb), (3.12)

where na and da is the refractive index and thickness of the first layer in pair
while nb and db are the same quantities of the second layer. Thus, the Bragg
condition is satisfied when half-wavelength equals optical thickness of the pair
of layers.

The condition for maximum transmittance is very similar to the expression
(3.12) and takes the following form:

λtransmittance = (nada + nbdb). (3.13)

The expression indicates that the wavelength of the radiation should be
equal to the optical thickness of the layer pairs to meet the conditions of
maximum transmittance.

Figure 3.3 depicts a typical view of the reflectance spectrum of 1D periodic
structure. It is computed by multiple solution of the equation system (3.11).
Each solution is carried out at different wavelengths; hence, the computation
gives a number of amplitudes of backward waves B0 before the first layer
of the structure. Dividing this amplitude by the incident wave amplitude A0

and raising the result to the second power we obtain the reflectance of the
structure at each wavelength. As is seen from the Fig. 3.3, the reflectance is
quite different at different wavelengths. The Bragg wavelength here falls at the
wavelength 1.55 μm. This means that the maximum of reflectance is observed
at this wavelength.
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Fig. 3.3. Typical reflectance spectrum of 1D PhC

The computation process shown above is quite easy to understand and
use. However, it has a wide range of applications. Using the above de-
scribed method it is possible to design different passive optical devices such
as high-efficiency reflectors, anti reflection films, distributed Bragg reflectors
for vertical-cavity surface-emitting lasers (VCSEL), wavelength division mul-
tiplexers/demultiplexers on the basis of fiber Bragg gratings (FBG), mirrors
of tunable lasers, etc.

As an example of such an application, we will consider here the wavelength
division demultiplexer on the basis of FBG [204]. It should be designed to
separate in space the optical channels propagating initially in a single fiber at
different wavelengths.

The optical scheme of such a demultiplexer is depicted in Fig. 3.4. Input
optical fiber is connected to optical insulator which prevents the radiation
from propagation back to the input channel. Behind the insulator there are a
number of optical circulators connected in series. The radiation falling to one
input of such a circulator goes out through the port next to the input one. Af-
ter that, the radiation incidents the Bragg reflector with defect and is almost
totally reflected, except for a single wavelength which is resonant to the defect.
After that, the radiation falls at the second circulator and the second Bragg re-
flector which defect differs from previous one and, consequently, transmits the
radiation at another wavelength. The process is repeated until all the channels
are separated such that they could be detected, reshaped or amplified.

The main elements of the described demultiplexer are the distributed
Bragg reflectors with defect which allow one wavelength of wide range to
pass while other wavelengths are reflected. Let us consider in detail the pecu-
liarities of their design.

The Bragg reflector with defect is represented by layered periodic structure
where the periodicity is broken by the variation of some parameter (the refrac-
tive index or the thickness) of one of the layers. The structure now represents



34 3 Fundamentals of Computation of Photonic Crystal Characteristics

Fig. 3.4. WDM demultiplexer on the basis of FBG
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Fig. 3.5. Reflectance spectra of PhCs with defects of different width

the resonator (the defect layer) with two mirrors (distributed Bragg reflec-
tors from both sides of the defect layer). At that, the reflectance spectrum
of the whole structure is changed. As a rule, when the parameters of defect
layer are properly selected, sharp transmittance peak appears within the main
reflectance band as shown in Fig. 3.5. The wavelength of the transmittance
peak corresponds to the resonant wavelength of the defect. For instance, if the
thickness of the defect layer is twice larger than it was in defectless structure,
the transmittance peak appears at the Bragg wavelength of the correspond-
ing defectless structure. Thus, if the radiation with wavelength equal to Bragg
wavelength of defectless reflector falls at this structure it will pass the struc-
ture almost without the reflectance. If the defect thickness is slightly different,
the wavelength of the transmittance peak will be different as well. However,
it still may fall at the main reflectance peak of the defectless structure.
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If the signal containing a number of the wavelength channels falls at the
Bragg reflector with defect, only one channel will pass through while others
will be reflected. Properly selected thickness of defect layer of each of the
reflector in Fig. 3.4 allows carrying out the spatial separation of all channels.
The method described in current chapter allows to automate such a procedure
and makes the task purely engineering.

3.3 Summary

1. The Helmholtz equation for electric field component is convenient to use
for computation of the field distribution in 1D layered structure.

2. Main computation stages include: definition of the refractive index profile,
definition of boundary and initial conditions and solution of system of
linear equations.

3. Among the applications of the field distribution computation inside 1D
layered structures there are the reflectance spectrum computation of an
arbitrary layered structure including distributed Bragg reflectors and de-
sign of FBGs with defects for the wavelength division demultiplexers.

3.4 MATLAB Program Reflectance Spectrum
Computation of 1D PhC

%The program computes the reflectance spectrum
%of the user-defined layered structure by the method
%described in this chapter. The solution of the
%linear equations system is carried out by Cramer’s
%method. For this reason, two matrices are composed.
%The first one contains coefficients at the unknowns
%of the system while the second one contains free
%terms.

%Input parameters: layers thicknesses and refractive
%indices, the range of the wavelengths for the
%spectrum computation.

%Output data: The plot of the layered structure
%reflectance spectrum within required range
%-------------------------------------------------
clear all;

%The array lambda defines the set of the wavelength
%where the reflectance computation will be carried
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%out.
lambda=1:0.01:2;

%The array layerWidth defines the thickness of each
%layer. The number of elements in this array defines
%the number of layers in the structure.
layerWidth=[0.15 0.25 0.15 0.25 0.15...

0.25 0.15 0.25 0.15];

%The array layerRI defines the refractive indices of
%layers. I should have the same length as layerWidth.
%Here, it is assumed that surrounding material
%refractive index equala 1 i.e. the structure is
%surrounded by air.
layerRI=[3.5 1 3.5 1 3.5 1 3.5 1 3.5];

%The cycle over wavelength. The variable wavelength
%is counter and it takes on values from 1 to length
%of the array lambda
for wavelength=1:length(lambda)

%Here we compute the wave number
k=2*pi/lambda(wavelength);

%Clearing the arrays from the values written at
%previous cycle step.
clear coefMatrix;
clear freeMemberMatrix;

%Two-dimensional array coefMatrix contains the
%coefficients at unknowns of the
%system of linear equations. Because the coefficient
%A0 is user-defined (as we determined from initial
%conditions) first two rows of the matrix contains
%coefficients B0, A1, B1 only. Consequently, they
%should be defined outside the cycle. Moreover, the
%coordinate of the first interface is assumed to be
%equal to zero so all the exponents here vanish.
coefMatrix(1,1:3)=[1 -1 -1];
coefMatrix(2,1:3)=[-i*k*1 -i*k*layerRI(1) ...

i*k*layerRI(1)];

%The variable xCurrent contains the coordinate of
%current interface i.e. the interface we currently
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%writing boundary conditions for
xCurrent=layerWidth(1);

%The following cycle scans over all interfaces. The
%scanning begins from the interface between two first
%layers
for countBoundary=1:length(layerWidth)-1

%Defining the function equality condition at the
%boundary.

coefMatrix(countBoundary*2+1,2*countBoundary:...
2*countBoundary+3)=...

[exp(i*k*layerRI(countBoundary)*xCurrent)...
exp(-i*k*layerRI(countBoundary)*xCurrent)...
-exp(i*k*layerRI(countBoundary+1)*xCurrent)...
-exp(-i*k*layerRI(countBoundary+1)*xCurrent)];

%Defining the function derivatives equality condition
%at the boundary.
coefMatrix(countBoundary*2+2,2*countBoundary:...

2*countBoundary+3)=...
[1i*k*layerRI(countBoundary)*...

exp(1i*k*layerRI(countBoundary)*xCurrent)...
-1i*k*layerRI(countBoundary)*...

exp(-1i*k*layerRI(countBoundary)*xCurrent)...
-1i*k*layerRI(countBoundary+1)*...

exp(1i*k*layerRI(countBoundary+1)*xCurrent)...
1i*k*layerRI(countBoundary+1)*...

exp(-1i*k*layerRI(countBoundary+1)*xCurrent)];

%The coordinate of current interface is increased by
%the thickness of current layer. After that it
%contains the coordinate of the next interface

xCurrent=xCurrent+layerWidth(countBoundary+1);
end

%The boundary conditions at the last interface are
%defined manually as it was done for the first one
%because we constituted the coefficient BN+1 to be
%equal to zero.

coefMatrix(length(layerWidth)*2+1,2*...
length(layerWidth):2*length(layerWidth)+2)=...

[exp(1i*k*layerRI(length(layerRI))*xCurrent)...
exp(-1i*k*layerRI(length(layerRI))*xCurrent)...
-exp(1i*k*1*xCurrent)];
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coefMatrix(length(layerWidth)*2+2,2*...
length(layerWidth):2*length(layerWidth)+2)=...

[1i*k*layerRI(length(layerRI))*...
exp(1i*k*layerRI(length(layerRI))*xCurrent)...

-1i*k*layerRI(length(layerRI))*...
exp(-1i*k*layerRI(length(layerRI))*xCurrent)...

-1i*k*1*exp(1i*k*1*xCurrent)];

%Defining column matrix containing the array of free
%terms.
%Nonzero elements of this array are only two first
%elements because we assumed A0 to be equal to 1. For
%all other equations free terms equal to zero
freeMemberMatrix=zeros(length(layerWidth)*2+2,1);
freeMemberMatrix(1)=-1;
freeMemberMatrix(2)=-1*1i*k*1;

%Cycle for Cramer’s method solution
%Cashing the matrix to some temporary variable.

tempMatrix=coefMatrix;
%Substituting free-terms column matrix instead of
%column with number corresponding the number of
%solution we are searching for.

tempMatrix(:,1)=freeMemberMatrix;
%Searching for the solution by dividing the
%determinant of temporary matrix by the
%determinant of the matrix composed of coefficients
%at the unknowns

solution(wavelength)=...
1/det(coefMatrix)*det(tempMatrix);

end

%Plotting the solution
plot(lambda,abs(solution).^2,’LineWidth’,2);
xlabel(’\lambda, \mum’,’FontSize’,16);
ylabel(’Refrectance, r.u.’,’FontSize’,16);

Let us consider the above listed Matlab program. It consists of several
steps. In the first step, the structure is defined. As we discussed earlier in this
chapter, the structure is defined by its layer thicknesses and refractive indices.
These parameters of the layers are written to corresponding arrays.

The next step is the solution itself. We are about to find the spectrum
such that the external loop scans over the wavelength. Inside this loop, we
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Fig. 3.6. Results of the program. Reflectance spectrum of 1D layered structure

first compute the wave number and then compose the matrix of coefficients at
the variables An and Bn of the system (3.11). The matrix can be composed
inside the cycle except the first and last two rows which correspond to the first
and the last interface boundary conditions. The reason is as follows: in order
for the system to have a solution, the input forward wave amplitude should be
set manually to any value and the backward wave amplitude at the last layer
is equal to zero. This eliminates two variables from the system (3.11). The
column vector of free terms is then composed. In case of the system (3.11),
all free terms are equal to zero except the first and the second ones. They are
set in correspondence to the incident wave amplitude. After the matrices are
composed, the Cramer’s method is applied. The Cramer’s method itself works
as follows. To find the n-th solution, we exchange the n-th matrix column by
the free terms vector. Then, the determinant of resulting matrix is divided
by the the determinant of the initial matrix. However, since we are interested
only in coefficient B0, there is no need to compute all coefficients; hence, we
limit ourselves by computing the first solution only.

At the last step, we are plotting the solution and sign the axes.
The result of the program is shown in Fig. 3.6 which represents the re-

flectance spectrum. Main reflectance maximum falls at 1.55 μm and coincides
with the Bragg wavelength which can be obtained by the formula (3.12).

3.5 Problems and Questions

Problem 3.1. Which parameters define the layered structure?

Problem 3.2. What are forward and backward waves?

Problem 3.3. In which case does the Fresnel reflection appear?

Problem 3.4. Derive Helmholtz equation for magnetic field.
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Problem 3.5. Derive the Helmholtz equation for electric field for the medium
with magnetic and dielectric properties (μ = μ(r), ε = ε(r)).

Problem 3.6. Derive the Helmholtz equation for magnetic field for the
medium with magnetic properties only (μ = μ(r), ε = const).

Problem 3.7. By solving Helmholtz equation for electric field and non-
magnetic medium, derive the formula for Fresnel reflection from one interface:
R = (n1 − n2)/(n1 + n2).

Problem 3.8. Write the program for field distribution computation inside
1D arbitrary layered structure. Use the same structure as in the example
program.



4

Band Structure Computation of 1D
Photonic Crystals

Summary. Chapter 4 is dedicated to the detailed description of the plane wave
expansion method used for computation of the band structure of 1D photonic crys-
tals. We describe all steps of the band structure computation applied for simplest
photonic crystal. After the problem formulation, terms such as unit cell, lattice
vector, reciprocal lattice and reciprocal lattice vectors as well as the first Brillouin
zone are introduced and their physical and mathematical essence is discussed in de-
tail. Peculiarities of the band structure computation are considered and such crucial
problems as Bloch theorem, Fourier expansion of a dielectric function and general
model formulation are analyzed. Finally, the eigen-value problem for the matrix is
considered which gives an idea of the eigen-states computation of the differential
operator presented in matrix form. The described model is also applied to off-axis
radiation propagation. At the end of the chapter the example of original Matlab-
code for band structure computation with additional comments is presented and
several problems and questions for self-training are given.

4.1 Problem Definition

In the previous chapter, we have considered computation of the electro-
magnetic field distribution inside arbitrary 1D layered structure. The field
distribution allows one to obtain basic structure characteristic such as the
transmittance and reflectance spectra. The method is quite good for 1D struc-
tures because of their simplicity. However, it cannot be applied to complex
2D and 3D structures.

In order to obtain the most general idea of PhCs characteristics as well as to
effectively design PhC-based devices, it is convenient to use band structures.
Band structures give full information about radiation behaviour when propa-
gating within the specific direction inside the PhC. Using the band structure,
the parameter values of the PhC can be accurately determined for each appli-
cation. Moreover, band structure of such non-periodic structures as point, lin-
ear and bulk defects allow to find accurate values of resonant wavelengths or, in
case of optical waveguide, to determine its modal and dispersive properties.
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In this chapter, the idea of the computation of the band structure of 1D
PhC will be given. The plane wave expansion (PWE) method which is one
of the most important for computation of the PhCs band structures will be
described in detail here.

The problem of the band structure computation of a PhC is finding the
dispersion relation, that is, the dependence of eigen-frequencies or resonant
frequencies of the PhC on the wave vector of the radiation passing through it.
In order to obtain the dispersion relation, it is necessary to solve the eigen-
problem formulated for the Helmholtz equation inside infinite periodic struc-
ture.

The eigen-problem for the Helmholtz equation inside linear, non-dispersive
medium written in CGS system, has the following form [205]:

Θ̂H =
(

ω2

c2

)
H, Θ̂ = − ∂

∂x

1
ε (x)

∂

∂x
. (4.1)

This equation can easily be derived from the system of Maxwell’s equations
by eliminating the electric field component similar to how it was made for
equation (3.6).

The equation (4.1) should be read in the following manner: if H is an eigen-
function of some periodic structure which is defined by periodic dielectric
function ε(x), the influence of the operator Θ̂ upon this function is equal
to the multiplication of this function by the constant which is called the
eigen-value. In our case, an eigen-value is represented by the expression ω2/c2

which includes frequency ω of an eigen-function. Thus, the problem consists of
searching for eigen-functions of a specific periodic structure and corresponding
eigen-values.

First, let us find the dispersion relation in case of the radiation propagating
inside the uniform medium, that is, in a medium without interfaces.

In order to solve the eigen-problem in case of an infinite periodic struc-
ture, the Bloch theorem is usually used which will be discussed later in this
section. The Bloch theorem says that the eigen-function inside an infinite pe-
riodic medium can be represented in the form of a plane wave multiplied by
a periodic function with periodicity of lattice [206]:

H (x) = h (x) exp (ikx) , (4.2)

where h (x) = h (x + T ) is a periodic function with periodicity T of the lattice.
However, if we consider the uniform medium where no modulation of the
refractive index appears, period of the dielectric function is infinite. Thus, the
eigen-function can be represented in the form of a plane wave multiplied by
a constant. Substituting the wave eigen-function written in this form to the
Helmholtz equation, we obtain the following equation:

− ∂

∂x

1
ε (x)

∂

∂x
h · exp (ikx) =

(
ω2

c2

)
h · exp (ikx). (4.3)
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Taking into account the fact that dielectric function is also constant in
case of the uniform medium, we take the derivative and obtain the following
relation:

1
ε
h · k2 exp (ikx) =

(
ω2

c2

)
h · exp (ikx). (4.4)

This leads to the following expression:

k =
nω

c
. (4.5)

Thus, the dispersion relation inside the uniform medium is represented by
linear function. Let us consider a situation when a medium which is periodic in
one dimension is taken instead of a uniform medium. The medium is assumed
to be uniform within all other dimensions. As it was made previously, the
field is represented in the form of Bloch functions (4.2). Substitution to the
Helmholtz equation gives us the expression which is very similar to (4.4):

− ∂

∂x

1
ε (x)

∂

∂x
h (x) · exp (ikx) =

(
ω2

c2

)
h (x) · exp (ikx) (4.6)

In this expression, however, functions h(x) and ε(x) are not constants
anymore, because of periodicity of the permittivity distribution. Therefore,
solution of such kind of problems is much more complex than it was in the
case of the uniform medium and, consequently, the dispersion relation will
take a more complex form.

Typical form of the dispersion relation of 1D PhC in comparison to the
dispersion relation of the uniform medium is given in Fig. 4.1. We can see
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frequency gaps which appear within the dispersion relation of the periodic
layered structure. Now we have to take into account the complicity of the
band structure computation of the PhC.

Now let us consider in detail the eigen-problem definition. As we said
previously, the problem consists of searching for eigen-functions and eigen-
values of the structure with a known dielectric function. The dielectric function
is included into the operator as is shown in expression (4.1). Thus, in order
to define and solve the eigen-problem for a PhC it is necessary to define
the mathematical description of its structure. Hence, the first step of the
computation is to determine the parameters which allow us to define the
structure of a PhC.

4.2 Unit Cell

First, let us remind that PhC is presented by an infinite periodic structure.
If this is true, the information of a single period is enough to define the
whole structure. A section of the PhC which, being translated over all possible
dimensions fills a whole space is referred to as unit cell. For instance, if we have
2D PhC, we have two possible dimensions for the translation of the unit cell
and, consequently, we are able to fill a whole 2D space with these translated
cells.

Unit cell is a spatial domain where each point is closer to the selected base
point than to any other neighbour base points. Unit cell of the PhC is defined
by its shape and the permittivity or refractive index distribution inside the
cell. As it was mentioned in the first chapter, the shape of the unit cell of
a PhC defines the type of the PhC lattice. Determination of the unit cell
can be made in several ways. Here, we consider the easiest one (see Fig. 4.2).
The example is given for a case of 2D PhC, because of simple visualization.
However, the technique may be applied to the PhC of any dimensionality:

1. Selecting the base element of the PhC (see Fig. 4.2(a)). As the base el-
ement, any peculiarity of the permittivity distribution can be used. For
instance, if the PhC consists of rods in air, any rod can be selected as the
base element.

2. Connecting the point of the base element with corresponding points of
neighbouring elements by line segments (see Fig. 4.2(b)). If we select the
central point of the circular base element as the base point, we should
connect it with central points of neighbouring elements.

3. Drawing straight lines (in 2D case) or planes (in 3D case) through the
center of each of the previously drawn line segments and perpendicular to
them (see Fig. 4.2(c)).

4. The figure formed by these lines (in 2D case) or planes (in 3D case) is
the unit cell of the PhC and is also known as Wigner–Zeits cell (see
Fig. 4.2(d)).
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a b

c d

Fig. 4.2. Process of the unit cell determination

As it was mentioned above, the method described is not the only possible
one to determine the unit cell; thus, there are different possible shapes of the
unit cell. The choice of the unit cell shape is stipulated by the simplicity of
its mathematical definition.

The unit cell of 1D PhC is represented by the line segment with a length
of a single period of the PhC. Later, in Chap. 5, when computation examples
will be considered, mathematical description of some specific kinds of unit
cells will be discussed and detailed description will be given.

4.3 Lattice Vectors

After the unit cell of the PhC is determined and its mathematical description
is made, it is necessary to determine and describe the translation rules for
this cell. The translation rules are defined by so-called lattice vectors. The
set of lattice vectors should be selected in a way to completely fill the space
with the unit cell. On the other hand, we deal with an infinite structure;
hence, it is impossible to define an infinite number of lattice vectors. And
again we will use the periodicity of the structure to avoid an infinite set of
the lattice vectors. We define a set of basis vectors whose number is equal to
the number of dimensions allowed. These vectors are referred to as primitive
lattice vectors. The shift of the unit cell by a linear combination of primitive
lattice vectors translates it to the similar one. Consequently, the lattice vector
can be written in the general form [205]:

R = la1 + ma2 + na3, (4.7)
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Fig. 4.3. Possible choice of primitive lattice vectors

where l, m, n are integers and a1,a2,a3 are primitive lattice vectors. The
expression (4.7) is written in the most general form for 3D lattice. 2D and 1D
PhC require two and one primitive lattice vectors, correspondingly.

The choice of the lattice vectors as well as the choice of the unit cell is
not standardized. The examples of different sets of primitive lattice vectors
for the PhC with square lattice is shown in Fig. 4.3. The only requirement is
the possibility of the unit cell translation.

Thus, we have the mathematical description of the PhC lattice, which can
be used for computation of the PhC band structure.

4.4 Reciprocal Lattice

Now we turn to the expression (4.6) and analyze the part including the
medium dielectric function.

Since the PhC is an infinite periodic structure, the dielectric function is
infinite as well. Thus, solution of the equation as represented in the expres-
sion (4.6) is impossible. However, there are methods which allow avoiding the
infinity inside the equation. One such method is derived from the theory of
representations which is widely used in quantum mechanics [207], [208]. The
theory of representations says that any function represented as a dependence
of one variable can be represented as a dependence of another variable by
the expansion over basis functions. The basis function expansion is carried
out by the integral transform. The theory of representations is widely used in
quantum mechanics. For instance, the coordinate representation of the wave
function of the particle ψ(x, t) can be derived from the impulse representation
using the following transform:

ψ(x, t) =
∫

c(p, t) · ψp(x), (4.8)

where the set of amplitudes c(p, t) can be considered as the wave function
describing the same state of the particle, however, in impulse representation.
ψp(x) in the expression (4.8) presents the basis functions.



4.4 Reciprocal Lattice 47

In the theory of PhCs we can proceed in a similar way. When we work
with dielectric function in coordinate representation (as a dependence of coor-
dinate), the function appears to be an infinite one. However, when we represent
the function as a dependence of the wave vectors, that is, dealing with wave
vector representation, we have some decaying function instead, which can be
truncated at some point to obtain an approximate solution. Moreover, previ-
ously we defined the problem as searching for the dependence of eigen-values
on the radiation wave vectors so that the wave vector representation will be
very convenient to use.

Thus, in order to derive the dielectric function in wave vector representa-
tion, we will expand it over basis functions using the integral transform. In the
most basic case, the basis functions take form of plane waves with frequencies
which are proportional to the length of the wave vector:

ε(r) =
∫

g(k) · ej·k·r dk, (4.9)

where g(k) is the dielectric function in wave vectors representation end k
is the wave vector. Actually, such an expansion can be carried out for the
basis functions of any form. However, in the simplest case the system of basis
functions is represented by a set of plane waves. Such an integral transform
is referred to as Fourier transform. It is usually used to obtain the spectrum
of some function dependent on time or coordinate. Now we write down the
periodicity condition which says that the values of the function are repeated
with some period R:

ε(r) = ε(r + R), (4.10)

Substituting this condition into the expression (4.9) we obtain:

ε (r + R) =
∫

g (k) · ej·k·r · ej·k·R dk = ε (r) =
∫

g (k) · ej·k·r dk. (4.11)

This condition is met when g(k) = 0 or ej·k·R = 1 only. In other
words, g(k) = 0 everywhere except those values of k which satisfy condition
ej·k·R = 1 for any lattice vector R.

Thus, when synthesizing the periodic function of the plane waves, it is nec-
essary to use only those wave vectors which satisfy the condition ej·k·R = 1
for all lattice vectors R. There is a simple analogy in 1D case. If we synthe-
size the function with period τ of harmonic functions, we have to use only
fundamental ones in which period equals τ , τ/2, τ/3 and so on. Those wave
vectors k which satisfy the condition ej·k·R = 1 or k · R = n2π, where n
are integers, are called reciprocal lattice vectors and usually designated as G.
These vectors form their own periodic lattice. As far as we found that we
have non-zero amplitudes of plane waves only for those ones which argument
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is multiple of a reciprocal lattice vector, we can write down the sum of plane
waves over reciprocal lattice vector instead of the integral (4.9):

ε(r) =
∑
G

gG · ej·G·r, (4.12)

where gG are coefficients at correspondent plane waves. Thus, instead of the
Fourier transform we obtained the expansion to the Fourier series of the di-
electric function.

4.5 Reciprocal Lattice Vectors and Brillouin Zone

In the previous section we have defined conditions which determine exactly
the set of reciprocal lattice vectors. It can be evaluated via the lattice vector
of the PhC by means of the relation:

G · R = n2π. (4.13)

We now represent the reciprocal lattice vector in terms of basis vector as
we made for lattice vectors:

G = lb1 + mb2 + nb3, (4.14)

where b1,b2,b3 are basis of primitive reciprocal lattice vectors. Substituting
(4.14) and (4.7) into (4.13) we obtain:

G · R = (la1 + ma2 + na3) · (l′b1 + m′b2 + n′b3) = N · 2π. (4.15)

Taking advantage of the rule of scalar multiplication, we obtain the fol-
lowing relation:

ai · bi = δij2π, (4.16)

where δij is Kronecker delta. It is equal to 1 when i = j and 0 otherwise.
Using the relation (4.15) we obtain the expressions for primitive reciprocal
lattice vectors [205]:

b1 = 2π
a2 × a3

a1 · a2 × a3
,

b2 = 2π
a3 × a1

a1 · a2 × a3
,

b3 = 2π
a1 × a2

a1 · a2 × a3
.

(4.17)

Thus, if we have the information about primitive lattice vectors of the PhC,
we can obtain the primitive reciprocal lattice vectors. Reciprocal lattice just
like lattice in coordinate space possesses the periodicity, that is, the translation
symmetry. It means that if we take one of the cells and translate it over all
possible reciprocal lattice vectors, we will fill whole wave vector space. Such a
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unit cell of the reciprocal lattice is selected in a similar way as it was shown
for lattice in coordinate space and is defined as the part of the reciprocal
space which is closer to the selected base point than to any other base points.
The part of the reciprocal space defined in such a way is referred to as the
first Brillouin zone or, simply, the Brillouin zone. Because of the translation
symmetry, the eigen-frequencies of the structure are usually computed within
the Brillouin zone. In case of the computation outside the Brillouin zone,
the solutions may duplicate. The process of the Brillouin zone determination
consists of several steps:

1. Determination of the unit cell of the PhC.
2. Determination of primitive lattice vectors.
3. Computation of the primitive reciprocal lattice vectors by formulas (4.17).
4. Building several base points of reciprocal lattice from known reciprocal

lattice vectors (see Fig. 4.4(a)).
5. Selecting the base element of the PhC.
6. Connecting the point of the base element with corresponding points of

neighbour elements by line segments (see Fig. 4.4(b)).
7. Drawing straight lines or planes (in 3D case) through the center of each

of the previously drawn line segments and perpendicular to them.
8. The figure formed by these lines or planes (in 3D case) is the unit cell of

the reciprocal lattice is the Brillouin zone (see Fig. 4.4(c)).

As we see, the scheme is very similar to the one we used to determine the
unit cell. Actually, the Brillouin zone is the Wigner–Zeits cell in the recipro-
cal space. Figure 4.4, schematically depicts the determination process of the
Brillouin zone of the 2D PhC with hexagonal lattice.

a

b
c

Fig. 4.4. The scheme of the Brillouin zone selection for 2D PhCBrillouin zone



50 4 Band Structure Computation of 1D Photonic Crystals

Reciprocal lattice and the Brillouin zone plays an important role in the
computation process. It allows to obtain the limits of the variation of the wave
vectors where computation of the eigen-states will be carried out.

4.6 Band Structure Computation

In order to compute the band structure of 1D PhC, it is necessary to solve
the eigen-problem for the 1D Helmholtz equation. The derivation of Helmholtz
equation was given in Chap. 3. The form of the Helmholtz equation for the
electric field is shown in (3.7). However, computation of the band structure is
more convenient to carry out using the equation for magnetic field component.
The equation in this case takes the following form:

∂

∂x

1
ε (x)

∂

∂x
H (x) +

ω2

c2
H (x) = 0. (4.18)

The difference of this equation from equation (3.7) lies in an operator.
Here, the dielectric function stands inside one of the coordinate derivatives
while in the equation (3.7) it is outside all derivatives. The dielectric func-
tion inside the operator causes some difficulties when searching for field dis-
tribution inside the structure; however, such a form of Helmholtz equation
is quite convenient for band structure computation. As this will be shown
later, the differential operator in such a Helmholtz equation is Hermitian in
contrast to the equation for the electric field where the operator should be
modified [205].

In order to solve the eigen-value equation (4.18), some approximate meth-
ods should be used which employ the periodicity of the permittivity distri-
bution. For instance, we know that the eigen-function of an infinite periodic
structure will also be infinite and periodic. That’s why the Bloch theorem
should be used for representation of the eigen-function of the PhC. The Bloch
theorem says that eigen-function of an infinite periodic structure can be repre-
sented in the form of plane wave multiplied by some kind of periodic function
with periodicity of lattice. Such a function has the following form [206]:

H (x) = hk,n (x) · exp (j · k · x), (4.19)

where hk,n (x) is the periodic function with periodicity of lattice, which cor-
responds to wave vector k and the state number n.

As mentioned earlier, we cannot proceed with the computation of an infi-
nite functions inside the equations, so we expand the function (4.19) to Fourier
series by reciprocal lattice vectors.

H (x) =
∑
G

hk,n (G) · exp (j · (k + G) · x), (4.20)
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where hk,n (G) is previously defined periodic function in representation of
wave vectors. It is also the Fourier expansion coefficient.

The dielectric function is a periodic function as well, so it should also be
expanded into Fourier series. However, for convenience of further operations,
we will expand the Fourier series not permittivity but the inverted dielectric
function as it is written down in (4.18):

1
ε (x)

=
∑

G′′∈G

χ (G′′) · exp (j · G′′ · x), (4.21)

where χ (G′′) are Fourier expansion coefficients of the inverted dielectric
function.

After the expansion of all the infinite functions we substitute them in
equation (4.18):

∑
G′′

∂

∂x
χ (G′′) · exp (j · G′′ · x)

∂

∂x

∑
G′

hk,n (G′) · exp (j · (k + G′) · x) +

(4.22)

+
ω2

c2

∑
G

hk,n (G) · exp (j · (k + G) · x) = 0.

Taking into account that G = G′ + G′′ [209], [210], we reduce the first
summand of the expression to a common summation index:

∑
G

∑
G′

∂

∂x
χ
(
G − G′) · exp

(
j ·

(
G − G′) · x) · hk,n

(
G′) · ∂

∂x
· exp

(
j ·

(
k + G′) · x) +

(4.23)
+

ω2

c2

∑
G

hk,n (G) · exp (j · (k + G) · x) = 0.

Then, taking derivatives and combining the exponents we obtain:
∑
G

∑
G′

χ (G − G′) · hk,n (G′) · exp (j · (k + G) · x)×

× (j · (k + G′) · j · (k + G)) +

+
ω2

c2

∑
G

hk,n (G) · exp (j · (k + G) · x) = 0.

(4.24)

The projection to the basis exp (j · (k + G) · x) gives the equation:

−
∑
G′

χ (G − G′) ((k + G′) · (k + G)) · hk,n (G′) +
ω2

c2
hk,n (G) = 0, (4.25)

which is known as “Master equation” for 1D PhC.
Main peculiarity of the equation (4.25) is the absence of the coordinate

dependence. All the variables depend on the reciprocal lattice vector only
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that is a consequence of the theory of representations which was given above.
Moreover, it should be mentioned that instead of one differential equation
containing infinite functions we have the system with an infinite number of
linear equations and infinite number of unknowns. The information about
the permittivity distribution inside the structure is now given in the form of
Fourier expansion coefficients of corresponding function.

In spite of the fact that we have an infinite number of linear equations,
it can be truncated to some quite low number of equations depending on the
accuracy required. This is the crucial moment of the plane waves expansion
method. The differential operator in equation (4.25) is presented in the form
of a matrix whose element can be found from the following expression:

θ̂G,G′ = χ (G − G′) ((k + G′) · (k + G)). (4.26)

A set of solutions of the equations system (4.25) can be found as eigen-
values of matrix differential operator which has the following form:

θ̂ =

∣∣∣∣∣∣∣∣∣

θ̂G1G′1 θ̂G2G′1 . . . θ̂GN G′1

θ̂G1G′2 θ̂G2G′2 . . . θ̂GN G′2
...

...
. . .

...
θ̂G1G′

N
θ̂G2G′

N
. . . θ̂GN G′

N

∣∣∣∣∣∣∣∣∣
(4.27)

The process of the selection of G and G′ will be shown in the section
dedicated to the Fourier expansion of the dielectric function. Here, it just
should be mentioned that the set of G must be the same as G′ such that the
matrix will be square.

The set of wave vectors the computation is carried out for should be se-
lected taking into account the specificity of the problem. For instance, the
determination of eigen-states of the periodic structure with irregularity (vari-
ation of one of PhC elements’ permittivity or thickness which causes the light
localization) one value of wave vector is enough, while computation of pure
periodic structure requires a set of wave vectors taken in some specific points
within the Brillouin zone. In order to compute a more complex characteristic
such as photonic density of states it is necessary to compute the eigen-states
in all points of the Brillouin zone.

Main peculiarity of the matrix (4.27) is that it is a Hermitian one. Hermi-
tian matrix is the one with elements which satisfy the following condition:

θ̂G,G′ = θ̂∗G′,G. (4.28)

This means that diagonal-symmetric elements are complex conjugated. In
other cases, the eigen-values of such a matrix will be complex which does
not make sense, since eigen-values have a form of ω2/c2 such that the eigen-
frequency of the structure will be complex as well.
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4.7 Eigen-Values and Eigen-Vectors of a Matrix

The general form of matrix eigen-problem has the form

Ax = λx, (4.29)

where A = ‖ai,j‖m is a square matrix, λ are eigen-values of the matrix and x
are eigen-vectors of matrix corresponding the specific eigen-value. Let us now
represent eigen-vectors of matrix in an arbitrary basis e1, e2, ..., em:

x =
m∑

i=1

xiei. (4.30)

Substituting (4.30) in (4.29) we obtain the system of scalar equations

a11x1 + a12x2 + · · · + a1mxm = λx1

a21x1 + a22x2 + · · · + a2mxm = λx2

...
am1x1 + am2x2 + · · · + ammxm = λxn

, (4.31)

which can be re-written in the following form:

(a11 − λ) x1 + a12x2 + · · · + a1mxm = 0
a21x1 + (a22 − λ) x2 + · · · + a2mxm = 0

...
am1x1 + am2x2 + · · · + (amm − λ) xm = 0

. (4.32)

In order for the system (4.32) to have non-trivial solutions, it is necessary
for the determinant of the system to be equal to zero:

∣∣∣∣∣∣∣∣∣

(a11 − λ) a12 . . . a1m

a21 (a22 − λ) . . . a2m

...
...

. . .
...

am1 am2 . . . (amm − λ)

∣∣∣∣∣∣∣∣∣
= 0. (4.33)

The determinant (4.33) represents an algebraic equation of the n-th order
which is called characteristic equation and its left part is known as character-
istic polynomial. Thus, each eigen-value is the root of characteristic equation.

Substituting each the eigen-value to the system (4.32) and solving it, we
obtain corresponding eigen-vector. For more detailed information about ma-
trix computations, reader may consult the book [211].

In our case the eigen-value means value of ω2/c2 which gives the eigen-
frequency of the structure.



54 4 Band Structure Computation of 1D Photonic Crystals

4.8 Computation Results

The result of the eigen-problem solution for 1D PhC is usually presented as
the band structure like the one shown in Fig. 4.5.

On the x-axis of the band structure of 1D PhC lies the wave vector. On the
y-axis lies the so-called normalized frequency ωa/2πc. It is convenient to use
normalized frequency. In the considered case, the frequency is normalized by
the period of the PhC so it does not depend on the scale of the structure. The
period of the PhC may be of order of either microns or millimeters, but the
view of the band structure remains unchanged due to the employment of the
normalized frequency while the layer thickness ratio and their permittivities
are kept constant.

Let us now consider the band structure in detail. The eigen-frequencies of
the PhC start from zero frequency at a point k = 0 except the case of so-
called off-axis propagation when the angle between the radiation propagation
direction and the medium interface differs from 90◦. This case will be consid-
ered in detail in the final section of this chapter. Higher on the frequency axis
the photonic band gap (PBG) appears. The PhC does not have eigen-states
within the PBG. The bands and PBGs appear one-by-one on the frequency
axis, except those cases when the PBG width is equal to zero. In the case of
1D PhCs, the PBG appears between almost each pair of the bands. In case of
2D and 3D PhCs the PBG appears much more rear.
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Fig. 4.5. Typical band structure of 1D PhC
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4.9 Fourier Expansion of the Dielectric Function

Fourier expansion of the dielectric function in 1D case is written down as
follows:

1
ε (x)

=
∑
G

χ (G) · exp (j · G · x) =
∞∑

l′=−∞
χl′ · exp (j · l′ · G0 · x). (4.34)

Here l′ is the number of period of the reciprocal lattice as was defined
in (4.14) and G0 corresponds to the length of the primitive reciprocal lattice
vector. The Fourier expansion written in the form of (4.34) is for 1D case only.
In the expression, χn are Fourier expansion coefficients which are determined
in following manner:

χn = χ (l′ · G0) =
1
T

∫ x2

x1

1
ε (x)

· e−j·l′·G0·x dx, (4.35)

where T is the period of the PhC in coordinate space and x1 and x2 are coor-
dinates of starting and ending points of a single PhC period. In the simplest
case, the permittivity profile or dielectric function is step-like, that is, the has
following mathematical description:

ε (x) =

{
ε1, x = (0 + l · T ; a + l · T )

ε2, x = (a + l · T ; (a + b) + l · T )

}
, l ∈ Z, (4.36)

where ε1 and ε2 are permittivities of each layer, and a and b are integers. Con-
sequently, inverted dielectric function is described by the following expression:

1
ε (x)

=

⎧⎪⎪⎨
⎪⎪⎩

1
ε1

, x = (0 + l · T ; a + l · T )

1
ε2

, x = (a + l · T ; (a + b) + l · T )

⎫⎪⎪⎬
⎪⎪⎭

, l ∈ Z. (4.37)

In case of such a profile it is possible to find the analytical expressions
for the Fourier expansion coefficients. For this reason, we substitute (4.37) in
(4.35) and obtain:

χl′ =
1
T

∫ a

0

1
ε1

· e−j·l′·G0·x dx +
1
T

∫ a+b

a

1
ε2

e−j·l′·G0·x dx =

− 1
T · j · l′ · G0

(
1
ε1

(
e−j·l′·G0·a − 1

)
+

1
ε2

(
e−j·l′·G0·(a+b) − e−j·l′·G0·a

))
=

i

T · l′ · G0

(
1
ε1

(
e−j·l′·G0·a − 1

)
+

1
ε2

(
e−j·l′·G0·(a+b) − e−j·l′·G0·a

))
.

(4.38)

Here, we have a simple expression which gives us the possibility to obtain
the Fourier expansion coefficient at each reciprocal lattice vector within the
selected set.
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Fig. 4.6. Results of validation of the 1D dielectric function Fourier transform (dif-
ferent number of plane waves)

Now, before the computation process starts, it is necessary to verify the
correctness of the dielectric function Fourier expansion. For this reason it is
convenient to synthesize the dielectric function from plane waves with previ-
ously defined amplitudes and compare it with initial one. Now we will show
two examples of such a validation. In the first one (Fig. 4.6), the synthesis
of the permittivity distribution is carried out using different number of plane
waves, namely, 11, 101 and 1001 plane waves. At that, the value of the recip-
rocal lattice cell number l′ in formula (4.35) is varied, respectively, within the
range from −5 to 5, from −50 to 50 and from −500 to 500. It can be easily
seen that improvement of the shape of that the synthesized function grows
with the number of plane waves. However, the initial values of permittivities
ε1 = 1 and ε2 = 9 are reproduced even at lowest number of plane waves. Thus,
growth of number of plane waves used for synthesis of the function does not
influence qualitative results but only the quantitative ones. From the point of
view of the band structure computation this means that qualitatively right
result can be obtained even at low number of equations in system (4.25) such
that the computation will take less time. The increase of number of equation
in this case will lead to a slight frequency shift of the band structure.

The second example illustrates the situation when the set of the recipro-
cal lattice cell number l′ is not zero-symmetrical. This situation is shown in
Fig. 4.7.

In this example, in both cases of synthesis, an equal number of plane waves
is taken. However, in the first case the range of n is taken from 0 to 100 while in
the second case this range is from −50 to 50. At that, both functions are very
similar to initial function. However, in the first case the value of ε1 appears to
be 3.7 instead of 1, and ε2 is 7.6 instead of 9 while in the second case ε1 and
ε2 correspond to the initial values. Thus, asymmetry of n relatively to zero
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Fig. 4.7. Results of validation of the 1D dielectric function Fourier transform (test-
ing the asymmetric set of reciprocal lattice vectors)

can qualitatively influence the synthesized function. This means that in case
of such an error, we will compute the band structure of different PhC and,
consequently, the achievement of the right result is impossible at any number
of plane waves.

4.10 The Eigen-Value Problem for Electric Field

Previously, it was mentioned that it is convenient to use the Helmholtz equa-
tion for magnetic component of the electromagnetic field. Let us consider the
reason, why it is inconvenient to use the electric field.

The Helmholtz equation for electric field is written in the following form:

∇2E0 (r) + ε (r)
ω2

c2
E0 (r) = 0. (4.39)

The eigen-value equation for the electric field component in terms of re-
ciprocal lattice can be obtained in the same manner as for magnetic field and
takes the following form:

−
∑
G′

χ (G − G′) (k + G′) (k + G′) ekn (G′) =
ω2

kn

c2
e (G). (4.40)

Thus, the matrix for the eigen-values computation will be composed of
coefficients of the following view:

θ̂G,G′ = χ (G − G′) (k + G′) (k + G′). (4.41)

In order for the eigen-values to be real and, thus, have a physical meaning,
the matrix must be Hermitian, that is, the following relation must be true for
any reciprocal lattice vector:

χ (G − G′) (k + G′) (k + G′) = (χ (G′ − G) (k + G) (k + G))∗ . (4.42)
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Here, we can see that the matrix is not Hermitian because expression (4.41)
is not invariant to the exchange of G and G′. This shows the impossibility
of the plane waves expansion method application to the equation for electric
field component given in such a form.

There are, however, some artificial methods which allows the differential
operator for electric field to be an Hermitian. For instance, we can rewrite the
Helmholtz equation 4.39 for electric field as follows [205]:

1√
(ε (r))

∇2 1√
(ε (r))

F0 (r) +
ω2

c2
F0 (r) = 0, (4.43)

where
F0 (r) =

1√
(ε (r))

E0.

The operator

θ̂ =
1√

(ε (r))
∇2 1√

(ε (r))

is now Hermitian. However, the computation of the eigen-values by means of
solution of the equation (4.43) is not as fast as for magnetic field.

4.11 Algorithm of PWE Method

Concluding the chapter dedicated to the band structure computation of 1D
PhC, the whole computation process can be described as a consequence of
operations:

1. Writing down the expression for the computation of Fourier expansion
coefficients.

2. Limiting the variation of wave vector within the Brillouin zone k =
−π/T . . . π/T .

3. Sets of G and G′ vary within the limits of −2πN/T . . . 2πN/T , where
2N + 1 is the number of plane waves taken into account.

4. According to formulas (4.25) and (4.27) writing down the matrix differen-
tial operator for each wave vector within the selected range and computing
the eigen-states of obtained matrix.

4.12 Off-Axis Band Structure of 1D PhC

Before this moment we considered only normal incidence of the radiation to
medium interface, that is, pure 1D case. However, those situations where the
radiation incidents the structure under some angle different from 90◦ may be
interesting from the point of view of the devices design. The example of such
propagation is shown in Fig. 4.8.
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Fig. 4.8. Off-axis radiation propagation inside 1D PhC

So what is the difference of such a case in comparison to pure 1D case? It
consists of additional component of the radiation wave vector which ought to
be taken into account when composing matrix differential operator. Now the
matrix element has the following form:

θ̂Gx,G′
x

= χ (Gx − G′
x) ((kx,z + Gx) · (kx,z + G′

x)). (4.44)

where kx,z = kx + kz stands for total wave vector including in-axis and off-
axis component while Gx and G′

x denote in-axis reciprocal lattice vector. Pay
attention that this time these variables are vectors in contrast to the Eq. 4.26
where we had pure 1D case and therefore scalar variables could be used.

This expression shows that in case of the off-axis propagation, when the
component kz is non-zero, total wave vector is non-zero as well independent
on the value of kx. Consequently, minimum eigen-frequency will no longer be
zero as it was previously. This will lead to frequency shift of the whole band
structure and thinning all the bands. At some quite large values of the off-axis
wave vector component kz, the variation of kx within the limits of Brillouin
zone will be negligible and therefore the bands will degenerate to a thin level
and the band structure will take the form of a system of discreet levels. When
computing the band structure for different values of the radiation incidence
(which means just varying kz component of wave vector) the reduced band
structure will have the view presented in Fig. 4.9.

Fig. 4.9(a) depicts the computation result of the reduced off-axis band
structure of 1D PhC TE polarization and Fig. 4.9(b) the band structure for
TM polarization. The process of the computation of reduced band structure
consists of multiple computation of the band structure at different values
of some parameter. Then, only the information about the complete PBG is
taken and is drawn as a dependence of the parameter value. Here, the reduced
band structure depicts presence of complete PBG at different angles of the
radiation propagation. Here, dark areas correspond to the range of frequencies
with eigen-states and light areas indicate the PBG.

One important fact should be mentioned. The behavior of the reduced
off-axis band structure strongly depends on the radiation polarization [205].
In case of TE polarization the growth of the off-axis wave vector component
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Fig. 4.9. Off-axis band structure of the 1D PhC. (a) TM polarization, (b) TE
polarization

results in growth of PBGs while in case of TM polarization there are some
kind of waists at some specific values of frequency and wave vector. At that,
kz possesses the value of:

kz =

(
ω

c

)
· n2 · sin(θB), (4.45)
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where θB is the Brewster angle. When the radiation of TM polarization in-
cidents the interface under this angle, the Fresnel reflection is absent. Con-
sequently, the radiation in the neighboring layers appears to be unbound so
the reflection from the whole structure is absent as well. The straight line in
Fig. 4.9(b) indicates values of frequency and off-axis component of the wave
vector which satisfy the condition (4.45).

4.13 Summary

1. 1D PhC is represented by an infinite layered periodic structure. Each
period of such a structure is a unit or translational cell of the PhC. By
translation of such a cell over all possible lattice vectors it is possible to
fill whole space.

2. The band structure of the PhC is one of the most important character-
istics. The PWE method is widely used for the computation of the band
structures.

3. The PWE method allows to solve the eigen-problem formulated for the
specific periodic structure.

4. The PWE requires mathematical description of the PhC lattice and the
Bloch theorem is used for representation of the eigen-functions in the
general form.

5. The solution is carried out within the wave vector space. For this reason
the Fourier expansions of the dielectric function as well as the Bloch func-
tion are taken instead of functions themselves. The problem formulated
within the wave vector space is then numerically solved.

4.14 MATLAB Program for 1D PhC Band Structure
Computation by Means of PWE Method

%Program for photonic band structure computation of
%1D photonic crystal. Unit cell consists of two
%layers.
%Structure is defined by the thickness of layers
%within the unit cell as well as their refractive
%index

%Input parameters: thickness of layers and
%refractive index of each layer inside the unit cell

%Output data: dependence of normalized frequency
%on wave vector (photonic band structure)
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%Variables l1 and l2 contain thicknesses of each
%layer within unit cell
l1=0.2e-6;
l2=0.8e-6;

% Variables eps1 and eps2 contain permittivities of
%each layer within unit cell
eps1=1;
eps2=9;

%Variable a is lattice constant
a=l1+l2;

%Variable numG defines number of plane waves in
%Fourier series expansion. Note: due to the
%requirement to the Fourier series to be zero-
%symmetric, actual number of plane waves is
%calculated by formula N=numG*2+1
numG=50;

%Variables count_k, countG and countG1 are counters
%for wave vector inside the
%Brillouin zone, reciprocal lattices vector G and G’
%respectively, which are required for definition of
%matrix differential operator

count_k=0;
countG=1;
countG1=1;

%Loop to obtain Fourier expansion coefficients
for G=-numG*2*pi/a:2*pi/a:numG*2*pi/a %G

for G1=-numG*2*pi/a:2*pi/a:numG*2*pi/a %G’

%Matrix chi contains Fourier expansion coefficients
%for the structure.
%Case of (G-G’)=0 is considered separately.

if (G-G1)==0
chi(countG1,countG)=1/(l1+l2)*...
(1/eps1*l1+1/eps2*l2);

else
chi(countG1,countG)=1i/(l1+l2)/(G-G1)*...
(1/eps1*(exp(-1i* (G-G1)*l1)-1)+1/eps2*...

(exp(-1i* (G-G1)*(l1+l2))-exp(-1i* (G-G1)*l1)));
end
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countG=countG+1;
end
countG1=countG1+1;
countG=1;

end

%Reseting counters before next loop
countG=1;
countG1=1;

%The loop of band structure calculation. External
%loop is for scanning over the wave vector inside
%the Brillouin zone. Boundaries of the Brillouin
%zone are -pi/a and pi/a. However, due to symmetry
%a half of the Brillouin zone is enough to
%consider.

for k=-pi/a:0.2*pi/a:pi/a
%The loop over reciprocal lattice vectors G and G’
for G=-numG*2*pi/a:2*pi/a:numG*2*pi/a %G
for G1=-numG*2*pi/a:2*pi/a:numG*2*pi/a %G’

%Using previously calculated Fourier expansion
%coefficients we define
%differential operator matrix elements writing
%results to matrix M

M(countG1,countG)=chi(countG1,countG)*...
(k+G1)*(k+G);

countG=countG+1;
end
countG1=countG1+1;
countG=1;

end
countG1=1;

%Computing eigen-values of matrix M
V=eig(M);
count_k=count_k+1;

%Here we sort eigen-values obtained and normalize
%them

dispe(count_k,:)=sqrt((sort(abs(V))))*a/2/pi;
ks(count_k)=k;

end

%Plotting the band structure
%Creating new window to plot a graph
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figure(1);
%Disabling window cleaning before plot of next graph
hold on;
%Plotting first 8 bands
for u=1:8

plot(ks,dispe(:,u),’LineWidth’,2);
end;
%Making labels and limiting the output area
xlabel(’Wave vector k, m^{-1}’,’FontSize’,20);
ylabel(’Relative frequency...

\omega_r=\omegaa/2\pic’,’FontSize’,20);
xlim([-pi/a pi/a]);

If we consired the program, we will see that it consists of four blocks.
In the first block, the variables which determine the structure parameters

such as layers thichness and refractive indices as well as period of the structure
are introduced.

In the second block, the Fourier expansion coefficients are found. Since
the structure is simple, the Fourier expansion coefficients are obtained from
analytical expression (4.38). We separated this procedure from the loop for
computation of the eigen-values since it is not necessary to compute the co-
efficients for each value of the wave vector.
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Fig. 4.10. Results of the program. Band structure of 1D PhC
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The next block is for the computation of the band structure itself. Here,
the scan over all wave vectors within considered range is performed. For each
value of the wave vector, the matrix differential operator (4.27) is composed
from elements (4.26). Then, the eigen-values of the matrix are found and are
written to the corresponding array.

The last block is responsible for plotting the solution and signing the axes.
As a result of the program, we obtain the 2D plot whith band structure

of the 1D PhC (see Fig. 4.10). The relative frequency ωr = ωa/2πc = a/λ lies
over the vertical axis while the wave vector is over the horizontal one. The
structure parameters are the same as in the program of Chap. 3. Thus, we
expect the wavelength 1.55 μm to fall at the band gap since it corresponds
to the reflection maximum. We can find the relative frequency by the formula
ωr = a/λ = (0.15 + 0.25)/1.55 = 0.2581. This value of relative frequency
corresponds to the first band gap as was expected.

4.15 Problems and Questions

Problem 4.1. Derive the eigen-value equation for electric field.

Problem 4.2. Derive the dispersion relation for the uniform medium with
refractive index n.

Problem 4.3. What is the unit cell of the PhC? What parameters unam-
biguously define the unit cell?

Problem 4.4. What is the Wigner–Zeits cell? How can it be found?

Problem 4.5. What are lattice vectors? Write down the expresion for the
latice vector of the PhC with hexagonal lattice.

Problem 4.6. What is the Brillouin zone?

Problem 4.7. Write down the expression for primitive reciprocal lattice vec-
tors.

Problem 4.8. Find the primitive reciprocal lattice vectors for the PhC with
hexagonal lattice.

Problem 4.9. Write down the master equation for 1D PhC.

Problem 4.10. Derive the expression for Fourier expansion coefficient of the
PhC with unit cell wich contains three layers with witdths d1, d2, d3 and
permittivities ε1, ε2, ε3.

Problem 4.11. Write down the element of matrix differential operator for
off-axis radiation propagation.

Problem 4.12. Write the program for band structure computation of 1D
PhC with unit cell containing three layers with witdths d1, d2, d3 and per-
mittivities ε1, ε2, ε3.



5

Band Structure Computation of 2D
and 3D Photonic Crystals

Summary. Chapter 5 discusses the plane wave expansion method applied to the
band structure computation of 2D and 3D photonic crystals. The main attention
is given to computational peculiarities, characteristics of PhC structures, which are
different from 1D PhCs discussed in Chap. 4. Particularly, we discuss the choice of the
wave vectors and reciprocal vectors as well as dielectric function Fourier expansion.
Then, illustrative examples are given which include band structures with full and
partial band gaps, photonic band-gap maps, photonic density of states and off-plane
band structures. Finally, the advantages and disadvantages of PWE method for 2D
and 3D photonic crystals computation are discussed. At the end of the chapter, the
example of original Matlab code for 2D PhC band structure computation by means
of PWE method is presented and several problems and questions for self-training
are given.

5.1 Problem Definition for 3D Photonic Crystal

Since 3D PhCs possess periodicity in three directions, their band structure
computation will be considered first and then the method for 2D PhCs will
be discussed which allows some approaches and simplifications such as polar-
ization separation so that it can be derived from one for 3D PhC.

Just as in the case of 1D photonic crystal, computation of the band struc-
ture requires the Helmholtz equations obtained from the Maxwell’s equations.
Then, it is necessary to determine the range of wave vectors variation to com-
pute the Fourier expansion coefficients of the dielectric function, to form the
matrix differential operator and to obtain the eigen-values of the matrix.

We will start with Helmholtz equation. Its derivation is the same as for
1D case. However, 3D case implies the permittivity variation in all possible
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directions. Thus, the Helmholtz equations can be written down in the following
form [206]:

1
ε (r)

∇× {∇× E (r)} =
ω2

c2
E (r) ,

∇×
{

1
ε (r)

∇× H (r)
}

=
ω2

c2
H (r) ,

(5.1)

where r is a 3D vector in coordinate space.
Since we are searching for eigen-states of infinite periodic structure, spatial

distribution of the field components E and H may be represented in the form
of Bloch functions, namely, the plane waves multiplied by periodic function
with periodicity of lattice [206]:

E (r) = Ekn (r) · ej·k·r,

H (r) = Hkn (r) · ej·k·r,
(5.2)

where Ek,n and Hk,n are periodic functions with periodicity of lattice. Indices
indicate that the periodic function is different for each wave vector k and
number of eigen-state n. Since the functions are periodic ones, they satisfy
the following conditions:

Ekn (r + R) = Ekn (r) ,

Hkn (r + R) = Hkn (r) ,
(5.3)

where R is the lattice vector.
When we apply the Bloch theorem to represent the wave functions, we

constrain the shape of these functions within some limits. The shape is deter-
mined by the periodicity of the medium. Thus, instead of an arbitrary function
shape, we now have some periodic functions with periodicity of the photonic
crystal lattice. These functions which are represented in form of Bloch waves
(5.2), also depend on the wave vector k and on the number of eigen-state n.

As in case of 1D photonic crystal, direct solution of Helmholtz equation for
infinite periodic structure is impossible. However, periodicity of wave functions
(5.2) leads to possibility of their Fourier expansion over reciprocal lattice vec-
tors. Thus, we can represent the wave function in wave vectors space instead
of coordinate space:

Ekn (r) =
∑
G

E′
kn (G) exp (j (k + G) · r),

Hkn (r) =
∑
G

H′
kn (G) exp (j (k + G) · r),

(5.4)

where G is the reciprocal lattice vector.
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By analogy with above mentioned transformation, the dielectric function
can also be expanded to the Fourier series due to the periodicity:

1
ε (r)

=
∑
G

χ (G) · exp (jG · r), (5.5)

where χ(G) are Fourier expansion coefficients which depend on the recipro-
cal lattice vectors. Thus, employing the basis functions exp (G · r), we made
the transformation of the wave functions from the coordinate representation
to the wave vectors representation. The wave functions within wave vectors
representation are written down as functions of the discreet argument G in
the form of E′

kn (G) and H′
kn (G) for electric and magnetic field components,

respectively. The wave vector representation of the dielectric function has also
discreet argument and is written in the form of χ(G). Thus, instead of co-
ordinate dependencies of the electromagnetic field distribution, we will use
their Fourier expansion coefficients in wave vector representation. Substitut-
ing (5.4) and (5.5) into (5.1), and performing the simplification procedure
described in Chap. 4, we obtain the following eigen-value equations for the
Fourier expansion coefficients of electric and magnetic fields [206]:

−
∑
G′

χ (G − G′) (k + G′) × {(k + G′) × Ekn (G′)} =
ω

(E)
kn

2

c2
Ekn (G) ,

−
∑
G′

χ (G − G′) (k + G) × {(k + G′) × Hkn (G′)} =
ω

(H)
kn

2

c2
Hkn (G) .

(5.6)

These equations represent so called “Master equations” for 3D PhC [206].
Their solutions are the eigen-states of the photonic crystal. Using the expres-
sion for matrix differential operator, we compose the matrix and searching for
its eigen-values which are being computed for different wave vectors of the
radiation gives the band structure.

It is necessary to pay attention to the convergence of the PWE method for
3D case. The problem appears when one needs to compute the band structure
for such a 3D photonic crystal because of its complexity. Computation of
the Fourier expansion coefficients for 3D case as well as computation of the
matrix eigen-values takes a lot of time and it strongly depends on the accuracy
required for the specific task.

When we use equation for magnetic field, the number of matrix elements
of the matrix differential operator is 2N for 3D case, where N is the number
of plane waves in Fourier expansion of dielectric function. When equation
for electric field is used, the number of matrix elements is 3N because of
incomplete set of basis functions provided by this equation and, consequently,
the necessity of their extension. Taking into consideration the fact that com-
putation time is proportional to N3, time consumption in 3D case can be the
great value. At that, computation of the band structure even with an error
less than 5% requires more than 3000 plane waves to be involved [206].
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The convergence of the method can be greatly improved when using the
alternative systems of basis functions. For instance, the spherical waves basis
can be used for 3D PhC represented by periodically placed spheres. This
method is called the spherical wave expansion method or vectorial Korringa–
Kohn–Rostoker (KKR) method [212], [213]. Though the application of such a
method is limited by the spherical or cylindrical structures, the convergence
of the KKR method is much better as compared to PWE method.

5.2 Problem Definition for 2D Photonic Crystal

When one investigates the light propagation in some 2D PhC which is formed
by the system of rods with the generatrix along z-axis, two different forms of
reduced Maxwell’s equations can be considered, which correspond to different
radiation polarizations. At that, the radiation can be separated to TE and
TM-polarizations (H and E, respectively) depending on which field vector has
the component perpendicular to the plane of photonic crystal. The radiation
has TE or H-polarization when it has nonzero Hz, Ex and Ey components of
the field. At that, the Maxwell’s equations can be reduced to the following
form [206], [205]:

∂

∂x
Ey − ∂

∂y
Ex = −1

c

∂

∂t
Bz,

∂

∂y
Hz =

1
c

∂

∂t
Dx,

− ∂

∂x
Hz =

1
c

∂

∂t
Dy.

(5.7)

The radiation which has nonzero Ez, Hx, Hy field components is referred to
as TM or E-polarized radiation. The Maxwell’s equations for TM polarization
differ from the ones for TE polarization and take the following form:

∂

∂y
Ez = −1

c

∂

∂t
Bx,

− ∂

∂x
Ez = −1

c

∂

∂t
By,

∂

∂x
Hy − ∂

∂y
Hx =

1
c

∂

∂t
Dz.

(5.8)

The above given definition of TE and TM polarization is commonly used
and is described in a lot of books dedicated to PhC physics. However, in some
computation tools such as RSoft, the opposite TE and TM polarization defi-
nition is used in order to make the terms agree with other software modules.
In these cases, the TE polarization corresponds to the radiation with nonzero
Ez, Hx and Hy components and the term TM polarization is used for the
field with nonzero Hz, Ex and Ey. Thus, in view of ambiguity of terminol-
ogy, it is necessary to pay attention to definition of polarization used when
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reading publications or using computation tools. During all the chapters in
the book, the commonly–used definition of the TE and TM polarization is
used [206], [205].

The Helmholtz equations obtained for TE and TM polarizations from
Maxwell’s equations (5.7) and (5.8) have some differences as compared to
those for 3D PhC. Helmholtz equations for 2D case take the following form:

−
{

∂

∂x

1
ε
(
r||

) ∂

∂x
+

∂

∂y

1
ε
(
r||

) ∂

∂y

}
Hz

(
r||

)
=

ω2

c2
Hz

(
r||

)
,

− 1
ε
(
r||

)
{

∂2

∂x2
+

∂2

∂y2

}
Ez

(
r||

)
=

ω2

c2
Ez

(
r||

)
.

(5.9)

Here r|| is 2D vector in coordinate space which lies in plane of 2D PhC (in
our case, in plane (X, Y)). At that, we have in mind that permittivity variation
of the PhC in Z direction as well as the variation of the electro-magnetic field
is absent.

Subsequent band structure computation process is very similar to that
one for 1D and 3D PhCs considered previously. First, we represent the wave
functions in the form of Bloch waves and expand them into the Fourier series
over the reciprocal lattice vectors. Then we also expand the inversed dielectric
function into Fourier series. Substituting these expressions into Helmholtz
equations (5.9) we obtain the eigen-value equations for the Fourier expansion
coefficients:

∑
G||

χ
(
G|| − G′

||

) ∣∣∣k|| + G′
||

∣∣∣2Ez,k||n

(
G′

||

)
=

ω
(E)2
k||n

c2
Ez,k||n

(
G||

)
,

∑
G||

χ
(
G|| − G′

||

) (
k|| + G||

) (
k|| + G′

||

)
Hz,k||n

(
G′

||

)
=

ω
(H)2
k||n

c2
Hz,k||n

(
G||

)
,

(5.10)
which is “Master equation” for 2D PhC.

Here G|| and G′
|| are in-plane reciprocal lattice vectors, k|| is in-plane wave

vector, and ω
(E)
k||,n

and ω
(H)
k||,n

are eigen-frequencies for TM and TE polarization,
respectively (in case of 2D PhC the values of these frequencies are different).

The complexity of subsequent computation process consists mainly in def-
inition of the Brilluoin zone, discovering the set of wave vectors the compu-
tation will be carried out for and expansion of dielectric function into Fourier
series.

In the simplest cases of the PhC configuration, like periodically arranged
dielectric rods in 2D PhC or dielectric spheres in 3D case, it is possible to
obtain analytical expression for the Fourier expansion coefficients. However,
if the structure slightly differs from the strictly periodic one, analytical ex-
pression of the Fourier coefficients is impossible to obtain. In such a case,
numerical method should be involved.
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5.3 Fourier Expansion of the Dielectric Function

General view of the Fourier expansion of inversed dielectric function is given
by expression (5.5). Calculation of the Fourier expansion coefficients is made
by the following expression:

χ (G) =
1
V0

∫
V0

1
ε (r)

exp (−jG · r) dr, (5.11)

where V0 corresponds to the volume of the unit cell of the PhC.

5.3.1 Dielectric Spheres

Let us consider the 3D PhC which consists of dielectric spheres placed in a
uniform medium [206]. In this case, the inversed dielectric function takes the
following form:

1
ε (r)

=
1
ε2

+
(

1
ε1

− 1
ε2

)
S (r), (5.12)

where ε1 is the spheres’ permittivity and ε2 is the permittivity of the medium
the dielectric spheres are placed in. S(r) represents the step function and has
the following form:

S (r) =

{
1, |r|ra

0, |r| > ra

}
, (5.13)

where ra is the sphere radius. Representing the dielectric function in such a
way we have (1/ε (r)) = 1/ε1 when |r|ra and (1/ε (r)) = 1/ε2 when |r| > ra.
Substituting (5.13) in (5.11) we obtain the following expression for the Fourier
expansion coefficients:

χ (G) =
1
ε2

δG +
1
V0

(
1
ε1

− 1
ε2

)∫
V0

S (r) exp (−jG · r) dr, (5.14)

where δG is equal to 1 when G = 0, and 0 elsewhere. Because 3D PhC here is
formed by dielectric spheres, it is quite convenient to use spherical coordinate
system to calculate the integral in the expression (5.14). After the expression
is represented in the spherical coordinate system, it takes the following form:∫

V0

S (r) exp (−jG · r) dr =

2π

∫ ∫
r2 sin θ · exp (−iGr cos (θ))dr dθ =

4π

G3
(sin Gra − Gra cos (Gra)) ,

(5.15)

where G = |G|. We now designate the part of unit cell volume occupied by the
dielectric sphere via the expression f = 4πr3

a/3V0. Here 4πr3/3 is the volume
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of the dielectric sphere and V0 is full volume of the unit cell. Substituting
this expression into (5.15) we obtain the following expression for the Fourier
expansion coefficients:

χ (G) = 3f
(

1
ε1

− 1
ε2

)
·
(

sin Gra

(Gra)3
− cos Gra

(Gra)2

)
. (5.16)

Here, we consider separately the case of G = 0. The reason is the division
by zero which appears in the expression (5.16). However, if we substitute
G = 0 into the expression (5.14) and derive the expression for the Fourier
expansion coefficient, we can avoid zero-division:

χ (0) =
f

ε1
+

f − 1
ε2

. (5.17)

The expression (5.16) also demonstrates the reason for the Fourier expan-
sion convenience for the band structure computation of an infinite periodic
structure. The part (

sin Gra

(Gra)3
− cos Gra

(Gra)2

)

in the expression (5.16) and, consequently, the whole expression is reduced
while G increases. Taking into account the fact that G determines the plane
wave frequency, it is obvious that contribution of plane waves with lower
frequencies to the χ is much larger than those with high frequencies. Thus, it
is enough to limit our consideration by only several plane waves with lower
frequencies.

5.3.2 Dielectric Rods

The simplest case of 2D PhC is the system of periodically arranged dielectric
rods in uniform medium. At that, it is supposed that rods have infinite length
[206]. The expression for the Fourier expansion coefficients of such a dielectric
function is reduced from (5.11) and takes the following form:

χ
(
G||

)
=

1

V
(2)
0

∫

V
(2)
0

1
ε
(
r||

) exp
(
−jG|| · r||

)
dr||. (5.18)

Here V
(2)
0 is 2D volume of the 2D PhC unit cell. The designation || points

to the values which are considered within the plane of the PhC only.
The dielectric function of the 2D PhC can be written down by the analogy

with 3D case (5.12):

1
ε
(
r||

) =
1
ε2

+
(

1
ε1

− 1
ε2

)
S(2)

(
r||

)
, (5.19)
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where ε1 is the permittivity of the rod, ε2 is the permittivity of the surrounding
material and S(2)

(
r||

)
is the step function.

Substituting (5.19) into (5.18), we obtain the following expression:

χ
(
G||

)
=

1
ε2

δG|| +
1

V
(2)
0

(
1
ε1

− 1
ε2

) ∫

V
(2)
0

S(2)
(
r||

)
exp

(
−jG||r||

)
dr||. (5.20)

In order to compute the integral in the expression (5.20), in 2D case it
is convenient to use polar coordinate system. At that, the integral takes the
following form:∫

V
(2)
0

S(2)
(
r||

)
exp

(
−jG|| · r||

)
dr|| =

∫ ∫
r · exp

(
iGr · sin

(
φ − π

2

))
dr dφ =

∫ ∫
r ·

∞∑
t=−∞

Jl (Gr) exp
(
il
(
φ − π

2

))
= 2π

∫
rJ0 (Gr).

(5.21)
The part of the 2D volume occupied by the rod is determined as the ratio

of the rod 2D volume to the unit cell 2D volume f = (πr2
a/V0(2)). Here πr2

a is
the cross-section area of the rod and V

(2)
0 is the total 2D volume of the unit

cell. Substituting this expression and (5.21) into (5.20) we obtain:

χ
(
G||

)
= 2f

(
1
ε1

− 1
ε2

)
J1

(
Gr||

)
Gr||

, (5.22)

where J1(Gr||) is the first order Bessel function which appears to be decreasing
with increasing argument.

By the analogy with 3D PhC, we consider separately the case of G|| = 0
and obtain:

χ (0) =
f

ε1
+

f − 1
ε2

. (5.23)

The term (J1

(
Gr||

)
/Gr||) in the expression (5.22) decreases as its argu-

ment increases. Thus, in 2D case the value of the expression decreases with G.
So in 2D case we have also the Fourier expansion coefficients which decrease
with absolute value of the reciprocal lattice vector and, consequently, the main
contribution to the dielectric function is made by plane waves with lower fre-
quencies.

5.3.3 Fourier Expansion Coefficient of an Arbitrary
Dielectric Function

As already mentioned above, analytical expression for the Fourier expansion
coefficients can only be obtained for the simplest cases. And even in those
cases the derivation of final expressions is quite complicated. In case of PhC
with irregularities or in case when the shape of the PhC elements differs from
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the shape of the sphere or the rod, it is necessary to use numerical methods to
compute the Fourier expansion coefficients. In this section, one of the possible
ways of the Fourier expansion coefficient computation is given. The method is
based on discretization of the unit cell space and replacement of the integral
by a summation.

First, it is necessary to discretize the unit cell. The easiest way to do
this is to divide the unit cell by the uniform square mesh (the mesh with
identical cells). Discretization process is shown in Fig. 5.1. The nods of the
mesh contain the information about the permittivity of the medium in the
point with corresponding coordinates. When this operation is complete, we
have the set of discreet values corresponding to the specific points of the space
instead of dielectric function in the analytical form.

Discretization accuracy should be considered separately. If the size of the
mesh cell is large in comparison to the smallest structure element of the PhC
(for instance, only one or two mesh cells fall at single PhC element), the

a

b

d e

Fig. 5.1. Step-by-step discretization of the PhC unit cell
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discretization is bad and computation results will contain large errors.
Moreover, the mesh must be dense enough to reproduce the shape of the
elements’ boundary. However, if the density of the mesh is very high (for
instance, 1000 nods fall at single PhC element), the computation process will
take a lot of time and, possibly, machine resources.

After discretization of the unit cell, the integrals (5.11) and (5.18) for 3D
and 2D case, respectively, can be replaced by the summation:

χ (G) =
1
V0

∫
V0

1
ε (r)

exp (−jG · r) dr =

1
a · b · c

∫ ∫ ∫
1

ε (x, y, z)
exp (j (Gxx + Gyy + Gzz)) dx dy dz =

1
a · b · c

Nx∑
j=0

Ny∑
k=0

Nz∑
u=0

1
ε (xj , yk, zu)

×

× exp (j (Gxxj + Gyyk + Gzzu)) · Δxj · Δyk · Δzu,

(5.24)

χ
(
G||

)
=

1

V
(2)
0

∫

V
(2)
0

1
ε
(
r||

) exp
(
−jG|| · r||

)
dr|| =

1
a · b

∫ ∫
1

ε (x, y)
exp (j (Gxx + Gyy)) dx dy =

1
a · b

Nx∑
j=0

Ny∑
k=0

1
ε (xj , yk)

exp (j (Gxxj + Gyyk)) · Δxj · Δyk.

(5.25)

Here, a, b, c are the unit cell dimensions, Nx, Ny, Nz are the numbers of
mesh nods in x, y and z directions, respectively.

Defining the set of the reciprocal lattice vectors and carrying out summa-
tion over all the elements, we obtain the Fourier expansion coefficients.

5.3.4 Validation of the Fourier Expansion

In Chapter 4 that is dedicated to the band structure computation for 1D PhC,
we mentioned the necessity of the Fourier expansion validation before further
computation process. In case of 2D and 3D PhC this should also be done. Here,
the example of the validation of 2D dielectric function Fourier expansion will
be demonstrated by the Fourier synthesis of dielectric function. The example
of computation accuracy examination will also be given.

In order to carry out the validation, it is necessary to synthesize the initial
dielectric function using the plane waves and previously computed Fourier
expansion coefficients. For 2D case it is necessary to substitute Fourier ex-
pansion coefficients into the expression (5.5). In Figs. 5.2 and 5.3, examples
of such a validation are given. The PhC with unit cell represented by the
rectangular area with dielectric rod inside is taken as an example.



5.3 Fourier Expansion of the Dielectric Function 77

−5
0

5

x 10
−7

−5
0

5

x 10
−7

0

5

10

a
P

er
m

itt
iv

ity Initial
dielectric
function

−5
0

5

x 10−7
−5

0
5

x 10−7

0

5

10

P
er

m
itt

iv
ity

Synthesized
dielectric
function
121 plane
wave

b

−5
0

5

x 10−7
−5

0
5

x 10−7

0

5

10

P
er

m
itt

iv
ity

Synthesized
dielectric
function
441 plane
wave

c

−5
0

5

x 10−7
−5

0
5

x 10−7

0

5

10

P
er

m
itt

iv
ity

Synthesized
dielectric
function
1681 plane
wave

d

Fig. 5.2. The validation results of the Fourier expansion coefficients computation
under constant number of the mesh elements. (a) Initial permittivity distribution
within nit cell, (b) Permittivity distribution synthesized from 121 plane waves,
(c) Permittivity distribution synthesized from 441 plane waves, (d) Permittivity
distribution synthesized from 1681 plane waves
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Fig. 5.3. The validation results of the Fourier expansion coefficients computation
under constant number of plane waves. (a) Permittivity distribution synthesized for
21 × 21 mesh elements, (b) Permittivity distribution synthesized for 41 × 41 mesh
elements, (c) Permittivity distribution synthesized for 81 × 81 mesh elements

In the first case (Fig. 5.2), the number of mesh nodes is constant value
(81 × 81). At that, the number of plane waves for the initial function to
be synthesized from, varies from 121 to 1681. It can be easily seen in the
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figure that the synthesized function shape approaches stepwise shape shown
in sample when the number of plane waves grows.

Figure 5.3 shows the validation results of the Fourier expansion coefficients
computation at constant number of plane waves the dielectric function is
synthesized from, but for different number of mesh elements. In this case, it
is seen that growth of the mesh element number leads to inessential growth of
the function quality while neither shape nor permittivity values of the function
change.

Thus, after the validation is finished, we can conclude that number of plane
waves is the only crucial factor which determines the shape of the synthesized
function. The number of mesh elements in this case is not so important while
the mesh cell is small enough to provide good discretization. However, it is
necessary to remember that large number of plane waves can dramatically
increase computation time.

5.4 Wave Vectors Set

When we considered the band structure computation procedure of 1D PhC,
variation of the wave vector was limited by the first Brilluoin zone. However,
due to one-dimensionality of the Brilluoin zone, the wave vectors set selec-
tion was not the problem. In case of 2D and 3D PhC, variation limits of
the wave vectors are still the same and are determined by the first Brulluoin
zone. However, in contrast to 1D case, the computation of the band structure
for all of points inside the Brilluoin zone can take a lot of time and is hard
to analyze. Instead of this, the high-symmetry points of the Brilluoin zone
are only considered, which are determined by the group theory [207]. Briefly,
the high-symmetry points are those points of the Brillouin zone, which are
translated into themselves when rotating Brillouin by 90◦, 180◦, 30◦ or 60◦ de-
pending on the PhC lattice. It is supposed that the band structure is extreme
in these points only and between these points it monotonically decreases or
increases. Computation of the band structure usually begins from the center
of the Brilluoin zone. This point is designated by the Greek letter Γ . In this
point, the wave vector equals to zero. Then, computation is carried out for all
high-symmetry points and returns to the point Γ . The contour obtained by
the connection of high-symmetry points is called k-path. As a rule, the PhCs
with typical lattices have determined k-path.

The k-paths for the 2D PhC with square and hexagonal lattices are shown
in Fig. 5.4(a) and (b), respectively.

For 3D PhC there are a large number of PhC lattice types and the k-paths.
Here, in Fig. 5.5 we show the k-path for the PhC with cubic lattice only. As
it is seen, the k-path has now a quite complicated shape. Like in 2D case it
begins and finishes in Γ point.

To achieve a smoother band structure both in 2D and 3D cases, additional
eigen-states may be computed for intermediate wave vectors on the k-path.
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Fig. 5.4. k-Path of the PhC with square (a) and hexagonal (b) lattices

Fig. 5.5. k-Path of the Brilluoin zone for the PhC with cubic lattice

5.5 Reciprocal Lattice Vectors Set

The set of the reciprocal lattice vectors should now be selected to provide
correct Fourier expansion of the dielectric function and the Bloch functions.
When we described the band structure computation of 1D PhC, we pointed
out that reciprocal lattice vectors must be selected to form zero-symmetric
set. In case of 2D and 3D PhCs, the selection procedure is the same. However,
here we have 2D and 3D reciprocal lattice vectors. In this case, the number of
the reciprocal lattice vectors in the set is discrete. For instance, for 2D PhC it
can take values 1, 9, 25, 49, 81, 121 and so on. The example of the reciprocal
lattice vectors set selection is shown in Fig. 5.6. In the figure, the vectors which
connect point (kx = 0, ky = 0) with corresponding points of neighbour cells
of the reciprocal lattice are depicted. These vectors provide translation of the
Brillouin zone. Since the number of the reciprocal lattice vectors has to be
zero-symmetric, it cannot take an arbitrary number of plane waves such as 80
or 42. Otherwise, this leads to qualitative errors.
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0

Fig. 5.6. Definition of the set of reciprocal lattice vectors

5.6 Results of the Band Structure Computation

Now, when all preparations are done, we can start the computation itself. For
this reason, we find elements of matrix differential operator by formula (4.26)
and compose the matrix for 2D of 3D PhC likewise for 1D PhC. Then we are
searching for eigen-states of the matrix, which are the set of eigen-states for
each value of the wave vector on the k-path.

It is necessary to pay attention to the method of the band structure plot-
ting. If the band structures are plotted directly, the band structure for 2D
PhC will be the surface in 3D coordinate system (kx, ky, ω) and the band
structure for 3D PhC will be represented in 4D coordinate system (kx, ky,
kz, ω). This means that we have to plot 3D or even 4D plots. But 3D plots
are very hard to analyze and 4D plots are impossible to draw with standard
methods.

In order to avoid such problems, the following can be done. In the plot, high
symmetry points lie along horizontal axis while frequency lies along another
one. In this case, we will have 2D plot independent of the dimensionality of
the PhC. Such a plot is easy to analyze and draw. The example of such a plot
is given in Fig. 5.7.



5.7 Analysis of the Band Structure 81

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

F
re

qu
en

cy
 ω

a/
2π

c

Wave vector
Γ M ΓX

a

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

F
re

qu
en

cy
 ω

a/
2π

c

Wave vector

Γ ΓMX

b

Fig. 5.7. Examples of the band sructure of rods arranged to square lattice with
r/a = 0.4 computed for TE (a) and TM (b) polarizations

5.7 Analysis of the Band Structure

Because the wave vector space is connected with the coordinate space via the
relations (4.17), it is quite easy to connect some points of the Brilluoin zone
with the radiation propagation direction inside the PhC. Thus, we can claim
that for each of the directions inside PhC there exist band gap areas as it
is shown in Fig. 5.8(a). This means that radiation of the given wavelength
cannot propagate inside the PhC under some specific angle. Such areas of
wavelengths or frequencies are referred to as partial photonic band gaps.

At some specific frequencies, the band gaps are overlapped forming so-
called complete photonic band gap (PBG) (see Fig. 5.8(b)). This means that
radiation will not propagate inside the PhC under any angle. The PBG of
the PhC can be designated in different ways. One of the ways is to specify
frequencies where PBG appears. The second way is to specify percentage
which is calculated by formula:

PBG =
Δω

ω0
· 100%, (5.26)
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Fig. 5.8. Partial (a) and complete (b) photonic band gaps of the PhC

where Δω is the half width of the PBG and ω0 is its center frequency. Besides,
investigating the band structure, it is possible to obtain the group velocity of
the radiation inside the PhC. The group velocity is determined as the first
wave vector derivative of the band structure. Consequently, the more flat the
band of the PhC, the lower the group velocity at corresponding frequency.

Thus, the band structure of PhC gives the possibility to find and analyze
the PBG which is the crucial moment for a number of practical applications
and group velocities which allows to predict the radiation propagation condi-
tions in different directions inside the PhC.

5.8 Photonic Band Gap Maps

When designing a PhC device, it is usually necessary to solve the problem,
which aims not to obtain the band structure but to determine PhC parameters
from known frequency characteristics. For instance, it is necessary to design
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a PhC with the PBG at the specific frequency. For this, we need to specify
the permittivities of the PhC materials, the size of elements and kind of the
PhC lattice.

In order to solve such kind of problems, it is convenient to use so-called
PBG maps also known as reduced band structures. The PBG maps are repre-
sented by the projection of the complete PBG obtained at different values of
the PhC parameter (refractive index, PhC elements size, etc.). The example
of such a PBG map is given in Fig. 5.9.

In order to obtain PBG map, computation of the band structure at differ-
ent values of the PhC parameter is carried out. Then one obtains the informa-
tion about complete PBG and draws it upon a separate plot as a dependence
of parameter’s value. This is shown in Fig. 5.9. In the figure, the PBG map of
the 2D PhC of the rods arranged to square lattice and the initial band struc-
tures computed for two values of the PhC elements radius is also shown. Such
band structures form the PBG map. In order to build the PBG map, only
the information about complete PBG is taken from the band structure and is
presented on the plot as a dependence on the radius. When investigating the
PBG map in Fig. 5.9, it is seen that such a PhC have more than one PBG
at some frequency range (e.g., in the range of radius from 0.25 to 0.4). When
increasing the permittivities contrast, the number of PBGs as well as their
width will grow.

The PBG maps can be applied to a broad class of problems when designing
complex active and passive devices of the PhC basis. The information provided
by these maps gives the possibility to determine PhC parameters at which the
PhC has maximum reflectance or partially transmits radiation.
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5.9 Photonic Density of States

Just like in semiconductors there is a conception of the density of states; in
PhC there is a similar conception of the photonic density of states (PhDOS)
or density of modes. The PhDOS is the number of the PhC eigen-states inside
the unit frequency range [209].

The PhDOS provides much more information in comparison to the PBG
maps from the point of view of spectral properties of the PhC, because it has
information about the PhC behavior outside the PBGs while the PBG maps
give only the knowledge about the PGBs. However, in order to compute the
PhDOS, it is not enough to compute the PhC eigen-sates at several points
of the Brilluoin zone because the information obtained in such a wave is not
complete. As it was mentioned in the section dedicated to the band structure
computation, the band structure computed for all points inside the Brilluoin
zone, is the surface. The example of such a band structure is depicted in
Fig. 5.10. Each point on the surfaces represents one of the eigen-states of the
PhC. If the high-symmetry points are marked on the kx and ky axis, connect
them with lines and then make a vertical cut at these lines, the cut will form
the band structure shown in Fig. 5.8(b).

The computation of the PhDOS consists in counting the number of eigen-
states having the specific frequency which can be expressed by the following
formula:

N (ω) =
∑

n

∫
BZ

d2kδ (ω − ωn (k)). (5.27)
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Fig. 5.11. Photonic density of states of 2D PhC

Here the multiplication by the delta-function δ (ω − ωn(k)) corresponds
to making the extract of the eigen-states with the same frequency. After the
extraction, integration is carried out. This means summation of eigen-states
with the same frequencies within one band. After integration, the summation
over all the bands is carried out.

The typical PhDOS has view shown in Fig. 5.11.
Low or zero PhDOS corresponds to the absence of the eigen-states within

corresponding frequency range, that is, the PBG. If the PhDOS is large, this
corresponds to high number of eigen-states. In other words, the large number
of eigen-states correspond to large number of paths the radiation can pass
through the PhC and, consequently, the larger the PhDOS, the larger the
transmittance of the PhC.

Thus, the PhDOS is the characteristic which allows to take into account
spectral properties of the PhC without direct computation of the transmit-
tance coefficients. The characteristic carries more information in comparison
to PBG maps and to the band structure. At that it does not require a lot of
computer recourses and computation time.

5.10 Off-Plane Band Structure for 2D Photonic Crystal

In case of 2D PhC, situations are possible where the radiation propagates not
in the plane of the PhC but under some angle (see Fig. 5.12). The examples of
devices utilizing such kind of propagation are the PhC fibers where the radia-
tion propagates along the PhC elements. In case of the off-plane propagation,
the kz-component of the wave vector appears, which is perpendicular to the
PhC plane. The band structure in this case can be dramatically modified [205].
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Fig. 5.12. Off-plane radiation propagation inside the PhC

Fig. 5.13. The Brilluoin zone for computation of the off-plane band structure

Lets us consider the variations of the band structure which appear with
non-zero kz component. The band structure computation is carried out over
the k-path which includes high-symmetry points discussed in Sect. 5 of this
chapter. However, since the kz component of the wave vector is no longer
equal to zero, the Brilluoin zone appears to be shifted in the z-direction to
the value of kz (see the Fig. 5.13). At that, even in-point of the total wave
vector length is no longer equal to zero. And if previously frequency of the
first PhC eigen-state in-point was equal to zero, the situation is now changed
so that minimum frequency of the first state now differs from zero. Besides,
because kz is now non-zero and for some cases its value can be quite large,
for example, in PhC fibers, the variation of kx and ky components will make
lower contribution to the variation of the total wave vector length. This leads
to interesting effect. The variation of the frequency within a single band will
be as lower as larger the kz value. Consequently, the band will be more flat
than at kz = 0.



5.10 Off-Plane Band Structure for 2D Photonic Crystal 87

The computation of the off-plane band structure requires the modification
of the Brilluoin zone. The modification consists in parallel transition of the
Brilluoin zone to along the z-direction by the value of kz wave vector compo-
nent. At that, the shape of the Brilluoin zone does not change (see Fig. 5.13).
The modification of the Brilluoin zone leads to the matrix differential opera-
tor modification. The modification consists of the additional component kz of
the wave vector:

ĤG,G′ = χ
(
Gx,y − G′

x,y

) ((
kx,y,z + G′

x,y

)
· (kx,y,z + Gx,y)

)
. (5.28)

where kx,y,z = kx + ky + kz is the 3D wave vector. In Fig. 5.14 the results
of in-plane and off-plane band structure computations are shown. The band
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Fig. 5.14. In-plane (a) and off-plane (b) band structures
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structures were computed for the same PhC but for different kz values. The ob-
vious difference of obtained band structures is the fact that the off-plane band
structure starts from non-zero value of the frequency. Moreover, if we consider
bands with the same number (for instance, the first ones), it can be pointed
out that the band of the in-plane band structure lies inside the range of fre-
quencies from 0 to 0.24 while for the off-plane structure the limits are from
0.23 to 0.33, that is, it occupies the frequency range which is 2.4 times smaller
for in-plane band structure.

As a result of the lowering of the frequency range occupied by the separate
bands, at some high values of the kz the PBGs can appear which are not
present when the in-plane propagation is considered. Such an effect will be
considered in detail in Chap. 6 which is dedicated to the PhC fibers. Due to
the existence of the PBG at high values of kz, it becomes possible for the
waveguiding effect appearance which is fundamentally different from the total
internal refraction effect used in conventional step-index fiber.

5.11 Band Structure Computation of the PhC
with Defect

The defect of the periodic structure means some kind of violation of the PhC
strict periodicity. This may be, for instance, missing rod or hole as well as
elements displacement. In any case, the optical properties of such kind of
structures differ from ones of pure PhC. In the introduction, we mentioned
the similarities between solid-state crystal and photonic crystal. One of crucial
similarities was connected with defect embedded to the structure. In both
solid-state and photonic crystals, the eigen-states appear inside the forbidden
energy range which allows the radiation or particles with such energies to exist
inside the structure.

We will now investigate this phenomenon in detail and consider the method
for the band structure computation of the PhC with defect.

One of the most convenient methods used in this case is the plane wave
expansion method described in this chapter as well as in Chap. 4. As we know,
the PWE method deals with strictly periodic structures only. That is why we
have to use artificial method for the structure with defect. We extract from
the PhC the area with defect inside it. The area may be of 5 or 6 elements
in each dimension. Then we translate this area over all directions and obtain
a new structure where the selected area forms new unit cell of the PhC.
Corresponding lattice vectors are changed as well. After that, we compute the
band structure of the PhC with new unit cell as we made this for strictly
periodic one.
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Fig. 5.15. Translated defect of the PhC, its unit cell and lattice vectors

The computation procedure now is the following:

1. Determine the unit cell of the PhC containing defect. In our case, the unit
cell should be large enough to insulate translated defects from interaction
with each other. For this, we should take the unit cell including at least 5
or 6 PhC elements as shown in Fig. 5.15. On the other hand, the unit cell
should not be too large to avoid long computation time.

2. The range of the wave vectors is still limited by a Brillouin zone.
3. Define the set of the reciprocal lattice vectors. Since the PhC unit cell pos-

sesses complex refractive index profile and it has relatively small elements
as compared with unit cell size, the number of reciprocal lattice vectors
should be larger than that for strictly periodic structure. This allows to
take into account more harmonics with higher frequencies to reproduce in
detail the refractive index profile.

4. Form the matrix differential operator for each wave vector value within
defined set and compute its eigen-values. This step is similar to the one
for strictly periodic PhC.

Figure 5.16 shows the band structure of the PhC with defect and corre-
sponding defectless structure. We can see that the eigen-state appears within
forbidden frequency range. This means that the radiation possessing this fre-
quency can propagate inside such a PhC.

There is another important detail the attention should be paid to. The
eigen-frequency of the defect state does not depend on the radiation wave
vector. This means that the defect eigen-frequency is the same for all propa-
gation directions. This property of the defect is very important for modeling
of such applications as PhC fibers or PhC waveguides since we may proceed
with computation for a single value of the wave vector k.
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Fig. 5.16. The band structure of the PhC with defect (b) and corresponding
defectless structure (a)

5.12 Experimental Verification of the PWE Method

Let us consider a simple example of the band structure computation of the
real structure.

The band structure may be obtained in many different ways such as
PWE method or finite-difference time domain method which will be dis-
cussed in Chap. 8. Another way is to analyze the reflectance spectra obtained
for different radiation propagation directions. In [214], such an experimental
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Fig. 5.17. The experimental setup for the band structure measurement

investigation of the band structure is described. The investigation was car-
ried out for the PhC etched inside the layered structure which consists of
Al12Ga88As surrounded by Al35Ga65As and GaAs. Such a sandwich struc-
ture formed the waveguide. Employing electron beam lithography with further
ion etching, the periodic pattern of holes was created arranged to hexagonal
lattice. The period of the structure was 360 nm and radius of the holes was
taken to be equal to 100 nm.

In order to obtain the band structure, the structure was irradiated by
plane parallel white light from a tungsten-halogen lamp as shown in Fig. 5.17.
The spectrum of the radiation reflected from the sandwich was analyzed by
the grating spectrometer. The measurement was carried out for different an-
gles which corresponded to different directions in the band structure. After
the analysis of the reflectance spectrum, the eigen-values were obtained and
compared with theoretically obtained band structures.

Here, we use results obtained in [214] to verify the PWE method. Since
we use the numerical method, we introduce some simplifications. First, we
neglect finite thickness of the waveguide and assume that we have pure 2D
PhC which has uniform dielectric constant distribution along the third di-
mension. Another approximation used here is that all the holes’ radii and
shapes are the same while in real structure some deviations take place. At
last, we neglect the chromatic dispersion and the absorption of the material
the PhC is made of. The only approximation which may cause essential dif-
ference between experimental and theoretical results is the first one which
actually neglects total internal reflection from the layers interface. The anal-
ysis of experimental results carried out in [214] shows also the effect of planar
waveguide to appearance of narrow gaps at the anti-crossing points obtained
by the PWE method.
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The experimental data and the band structure obtained by the PWE
method as described in this chapter, are presented in Fig. 5.18. The inser-
tion of the figure shows whole band structure of the PhC obtained by the
PWE method. The rectangle in the insertion indicated the area depicted in
the main figure we consider in detail. Let us now consider the main figure.
As we discussed above, we do not take into account the “sandwich” struc-
ture the PhC is made in. However, this may be corrected by introducing
“light lines” which correspond to conditions of total internal reflection from
the lower layer and, therefore, only the computation results above the “light
lines” should be considered. The blue lines in figure correspond to “light lines”
of the PhC considered and were also introduced by the authors of [214]. Then,
we proceed with the analysis of the experimental data. The red solid lines cor-
respond to experimental data of the band structure. The method of such an
experimental measurement of the band structure is concluded in the transmit-
tance spectrum measurement of the PhC for the radiation that incidents the
structure under different angles. The transmittance spectra had local minima
and maxima which actually correspond to certain phase conditions which are
determined by the wave vector. Namely, when the phase conditions provide
constructive interference, the maximum of transmittance takes place. On the
other hand, the situation is vice versa in case of the destructive interference.
For example, when we have the finite-size PhC formed by N unit cells, the
conditions of constructive interference along the ΓM direction may be written
as follows:

k = πm/Na, (5.29)

where m is an integer varying from 1 to N .
Taking corresponding transmittance peaks and plotting them versus wave

vector, we obtain the band structure.
Now we compare the experimental results with the ones obtained by the

PWE method. The computed band structure for TE polarization is shown by
solid black line while dashed black lines represent TM band structure.

We can see good qualitative agreement between the theoretical and
experimental results. Particularly, within Γ−M direction there are two exper-
imentally obtained anti-crossing points which differ from the theoretical ones
by 5–10 meV while the anti-crossing point within Γ − K direction almost
coincides with the one obtained by PWE method. As a whole, the deviation
between experimentally obtained bands and corresponding theoretical data
does not exceed 10 meV. This indicates that assumptions described above do
not introduce essential error to the computation results.

Thus, it can be concluded that the PWE method appears to be a powerful
and quite an accurate method which can be effectively used for the design of
such passive PhC-based devices as filters, waveguides, splitters, demultiplex-
ers, etc.
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Fig. 5.18. The band structure obtained by PWE method with corresponding
experimental data

5.13 Advantages and Disadvantages of the Plane Wave
Expansion Method

Concluding the PWE method description, it is necessary to mention its main
advantages and disadvantages and the limits of its applicability.

1. The main advantage of the PWE method is high performance. For the
simplest structure, computation takes several seconds. At that, the system
requirements are very unpretentious.

2. The PWE method allows to compute the band structure not only for the
simplest PhCs like infinite periodic structures but for more complicated
structures such as point defects, PhC waveguides and PhC fibers.

3. Besides, the method allows to compute the field distribution for each of
eigen-states of the PhC which is extremely convenient when designing
PhC-based active devices as well as investigating PhC fibers.

However, except the irrefutable advantages, it should be mentioned that
the method has some essential disadvantages:

1. Inability to treat losses. The differential operator in Helmholtz equation
is Hermitian only in case of lossless material. When one considers materi-
als with losses, the imaginary part of the refractive index appears which
makes the application of the method impossible.

2. As it was shown, the method consists of searching for the set of eigen-
frequencies at the specific value of the wave vector. In order for the algo-
rithm to make sense, the permittivity should be the same at all frequencies
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within the computation range. Thus, without additional modifications, the
method is unable to treat dispersive materials.

However, in spite of all the disadvantages, the area of the method appli-
cations is very large. The method gives the possibility to estimate the charac-
teristics of linear and nonlinear devices. For more precise analysis, some other
methods such as the finite differences time domain method can be used.

5.14 Summary

1. 3D PhC is represented by an infinite structure which is periodical in
3 dimensions. 2D PhC is represented by the structure which is periodical
in 2 dimensions while in the 3rd dimension the permittivity is constant.
Each of periods of such a PhC is the unit cell. The translation of the unit
cell over all possible lattice vectors allows to fill the whole space.

2. Mathematical description of the unit cell, lattice vectors and reciprocal
lattice vectors is much more complicated for 2D and 3D than for 1D PhC,
because of large number of lattice types.

3. The method of the band structure computation is similar to that for 1D
case. Main difference consists of the fact that the band structure is com-
puted for only several points inside the Brilluoin zone which are high
symmetry points.

4. The derivation of the Fourier expansion coefficient for 2D and 3D PhC in
analytical form is possible for the simplest cases only.

5. The most important applications are PBG maps which allow to solve
the optimal parameters selection problem, PhDOS computation which
provides the information about spectral properties of the PhC and the
computation of eigen-states of PhC waveguides and fibers.

6. The computation of the PhDOS is carried out by the analysis of the band
structure obtained for all points inside the Brilluoin zone. The PhDOS
provides the information about transmittance of the PhC outside the PBG
which allows to carry out the precise analysis.

7. Off-plane band structures can be used for the investigation of modal prop-
erties as well as for the design of PhC optical fibers.

5.15 MATLAB Program for Band Structure
Computation of 2D PhC by Means of PWE Method

%The program for the computation of the PhC photonic
%band structure for 2D PhC.
%Parameters of the structure are defined by the PhC
%period, elements radius, and by the permittivities
%of elements and background material.
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%Input parameters: PhC period, radius of an
%element, permittivities
%Output data: The band structure of the 2D PhC.

clear all;

%The variable a defines the period of the structure.
%It influences on results in case of the frequency
%normalization.
a=1e-6; % in meters

%The variable r contains elements radius. Here it is
%defined as a part of the period.
r=0.4*a; % in meters

%The variable eps1 contains the information about
%the relative background material permittivity.
eps1=9;

%The variable eps2 contains the information about
%permittivity of the elements composing PhC. In our
%case permittivities are set to form the structure
%perforated membrane
eps2=1;

%The variable precis defines the number of k-vector
%points between high symmetry points
precis=5;

%The variable nG defines the number of plane waves.
%Since the number of plane waves cannot be
%arbitrary value and should be zero-symmetric, the
%total number of plane waves may be determined
%as (nG*2-1)^2
nG=4;

%The variable precisStruct defines contains the
%number of nodes of discretization mesh inside in
%unit cell discretization mesh elements.
precisStruct=30;

%The following loop carries out the definition
%of the unit cell. The definition is being
%made in discreet form by setting values of inversed
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%dielectric function to mesh nodes.
nx=1;
for countX=-a/2:a/precisStruct:a/2

ny=1;
for countY=-a/2:a/precisStruct:a/2

%The following condition allows to define the circle
%with of radius r

if(sqrt(countX^2+countY^2)<r)
%Setting the value of the inversed dielectric
%function to the mesh node

struct(nx,ny)=1/eps2;
%Saving the node coordinate

xSet(nx)=countX;
ySet(ny)=countY;

else
struct(nx,ny)=1/eps1;
xSet(nx)=countX;
ySet(ny)=countY;

end
ny=ny+1;

end
nx=nx+1;

end

%The computation of the area of the mesh cell. It is
%necessary for further computation of the Fourier
%expansion coefficients.
dS=(a/precisStruct)^2;

%Forming 2D arrays of nods coordinates
xMesh=meshgrid(xSet(1:length(xSet)-1));
yMesh=meshgrid(ySet(1:length(ySet)-1))’;

%Transforming values of inversed dielectric function
%for the convenience of further computation
structMesh=struct(1:length(xSet)-1,...

1:length(ySet)-1)*dS/(max(xSet)-min(xSet))^2;

%Defining the k-path within the Brilluoin zone. The
%k-path includes all high symmetry points and precis
%points between them
kx(1:precis+1)=0:pi/a/precis:pi/a;
ky(1:precis+1)=zeros(1,precis+1);
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kx(precis+2:precis+precis+1)=pi/a;
ky(precis+2:precis+precis+1)=...

pi/a/precis:pi/a/precis:pi/a;
kx(precis+2+precis:precis+precis+1+precis)=...

pi/a-pi/a/precis:-pi/a/precis:0;
ky(precis+2+precis:precis+precis+1+precis)=...

pi/a-pi/a/precis:-pi/a/precis:0;

%After the following loop, the variable numG will
%contain real number of plane waves used in the
%Fourier expansion
numG=1;

%The following loop forms the set of reciprocal
%lattice vectors.
for Gx=-nG*2*pi/a:2*pi/a:nG*2*pi/a

for Gy=-nG*2*pi/a:2*pi/a:nG*2*pi/a
G(numG,1)=Gx;
G(numG,2)=Gy;
numG=numG+1;

end
end

%The next loop computes the Fourier expansion
%coefficients which will be used for matrix
%differential operator computation.
for countG=1:numG-1
for countG1=1:numG-1

CN2D_N(countG,countG1)=sum(sum(structMesh.*...
exp(1i*((G(countG,1)-G(countG1,1))*...
xMesh+(G(countG,2)-G(countG1,2))*yMesh))));

end
end

%The next loop computes matrix differential operator
%in case of TE mode. The computation
%is carried out for each of earlier defined
%wave vectors.
for countG=1:numG-1
for countG1=1:numG-1
for countK=1:length(kx)
M(countK,countG,countG1)=...

CN2D_N(countG,countG1)*((kx(countK)+G(countG,1))*...
(kx(countK)+G(countG1,1))+...

(ky(countK)+G(countG,2))*(ky(countK)+G(countG1,2)));
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end
end
end

%The computation of eigen-states is also carried
%out for all wave vectors in the k-path.
for countK=1:length(kx)
%Taking the matrix differential operator for current
%wave vector.
MM(:,:)=M(countK,:,:);

%Computing the eigen-vectors and eigen-states of
%the matrix
[D V]=eig(MM);

%Transforming matrix eigen-states to the form of
%normalized frequency.
dispe(:,countK)=sqrt(V*ones(length(V),1))*a/2/pi;

end

%Plotting the band structure

%Creating the output field
figure(3);
%Creating axes for the band structure output.
ax1=axes;
%Setting the option
%drawing without cleaning the plot
hold on;
%Plotting the first 8 bands
for u=1:8
plot(abs(dispe(u,:)),’r’,’LineWidth’,2);

%If there are the PBG, mark it with blue rectangle
if(min(dispe(u+1,:))>max(dispe(u,:)))
rectangle(’Position’,[1,max(dispe(u,:)),...
length(kx)-1,min(dispe(u+1,:))-...

max(dispe(u,:))],’FaceColor’,’b’,...
’EdgeColor’,’b’);

end
end
%Signing Labeling the axes
set(ax1,’xtick’,...

[1 precis+1 2*precis+1 3*precis+1]);
set(ax1,’xticklabel’,[’G’;’X’;’M’;’G’]);
ylabel(’Frequency \omegaa/2\pic’,’FontSize’,16);
xlabel(’Wavevector’,’FontSize’,16);
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xlim([1 16])
set(ax1,’XGrid’,’on’);

The program for the computation of 2D PhC band structure is much
more complex then the one for 1D PhC. There are more peculiarities such as
definition of permittivity distribution inside unit cell. That is why the program
has seven blocks. Let us consider them in detail.

The first block is for the variables initialization. Here, the parameters of the
structure and the computation accuracy are defined. The PhC is defined by
the lattice constant and the elements radius. The number of plane waves and
the number of points in k-path determine the accuracy of the computation.

In the second block, the permittivity distribution inside the unit cell is
defined. Here, we consider the PhC with square lattice and circular elements
so the definition is carried out by one loop. After this block is computed, we
have three 2D arrays containing x-coordinate of each point, y-coordinate of
each point and the permittivity values within these points.

The third block sets up the k-path and the set of reciprocal lattice vectors.
Since we consider the PhC with square lattice with side a, the Brillouin dimen-
sions are equal to 2π/a in both kx and ky directions. Taking this into account,
we are setting up the k-path through points Γ , X, M , Γ (see Fig. 5.4(a)).
The size of the reciprocal lattice vectors can be found from the expression
(2·nG+1)2. The x and y components of the set is written to the corresponding
array.

In the fourth block, the Fourier expansion coefficients are computed for
each value of G and G′ within the above selected set. The computation is
carried out in accordance with the expression (5.25). The result is stored
in 2D array. As in case of 1D PhC, the Fourier expansion coefficients are
computed before the matrix differential operator formation since it does not
depends on the wave vector.

The fifth block forms the matrix differential operator using stored values
of the Fourier expansion coefficients in accordance with expression (4.26).

In the sixth block, the eigen-values of matrix differential operator are found
at each value of wave vector within the k-path and stored to the array.

The stored eigen-values are then plotted as function of the wave vectors
taken from the k-path array. We may plot several lower eigen-values only
since the PBGs are usually observed at low frequencies in strictly periodic 2D
PhCs. The axes are then signed.

The program results are shown in Fig. 5.19. We can see three PBGs be-
tween the first and the second bands, between the second and the third bands
and between the fourth and fifth bands. As discussed in the previous chapter,
the relative frequency ωa/2πc lies on the vertical axis. However, the values
on the horizontal axis differ from those of 1D band structure. Here, we set
the wave vector values from the Brillouin zone symmetry points as shown in
Fig. 5.4(a). Only with this technique we can plot the 2D PhC band structure
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Fig. 5.19. Results of the program. The band structure od 2D PhC

on the 2D plot. Otherwise, the results should be presented in 3D plot or
surface as shown in Fig. 5.10.

5.16 Problems and Questions

Problem 5.1. Derive the 3D Helmholtz equation for electric and magnetic
fields.

Problem 5.2. Write down the Bloch functon.

Problem 5.3. Write down the master equations for 3D case.

Problem 5.4. What is the difference between TE and TM polarizations for
2D PhC?

Problem 5.5. Write down the analytical expression for Fourier expansion
coefficient of the 3D PhC unit cell presented by spheres in vacuum.

Problem 5.6. Write down the analytical expression for Fourier expansion
coefficient of the 2D PhC unit cell presented by rods in vacuum.

Problem 5.7. Derive the expression for the Fourier expansion coeeficient of
the unit cell with arbitrary variation of the permittivity.

Problem 5.8. What are PBG maps? How can they be computed?
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Problem 5.9. What is photonic density of states? Write down the expression
for the photonic density of states computation.

Problem 5.10. Which case is refered to as off-plane radiation propagation?

Problem 5.11. Write down the element matrix differential operator for off-
plane band structure computation.

Problem 5.12. Modify the example program to compute the band structure
of 2D PhC with hexagonal lattice.

Problem 5.13. Modify the example program to compute the band structure
of 2D PhC with square lattice the unit cell of which contains two rods of
different radius.
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Finite-Difference Time-Domain Method
for PhC Devices Modeling

Summary. Chapter 6 provides an introduction to finite-difference time-domain
method. Problem formulation for field distribution computation by means of this
method is discussed in this chapter. Then all stages of solution are analyzed in
detail based on the practical experience of the authors. Discretization of Maxwell’s
equations and definition of the dielectric function are presented. All steps of the
initial and boundary conditions definition are analyzed and stability of the method is
discussed. Finally, the original Matlab codes for computation of optical field distribu-
tion in nonuniform optical medium is discussed and several problems and questions
for self-training are given.

6.1 Problem Formulation for the Field Distribution
Computation: Finite-Difference Time-Domain Method

In the previous chapters plane wave expansion method was given which al-
lows eigen-states calculation for an infinite periodic structure. The method
also allows calculation of field distributions which correspond to those states.
However, if we need to find field distribution in complicated structure or inves-
tigate dynamic characteristics, plane wave expansion method is inapplicable.

For investigation of the field distribution in complicated PhC devices
numerical methods are used such as finite-difference time-domain method
(FDTD), beam propagation method, mode matching method, coupling modes
method, matrix methods, multipole method, ray tracing method, method of
lines, method of moments, etc. However, the FDTD method will be considered
in detail here due to its flexibility to treat almost any problem.

The FDTD method is one of the most advanced methods today for com-
putation of the field distribution inside the PhC-based devices which are ac-
tually optical structures with non-uniform refractive index distribution. This
is one of the simplest and universal numerical methods. Briefly, it consists
of discretization of the space, i.e., in replacement of the continuum space by
a discrete set of nodes. After that, derivatives in Maxwell’s equations are
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replaced by finite differences that results in a system of algebraic equations
which are linear on coordinates. Such a system is solved sequentially starting
from initial and boundary conditions.

Thus, the FDTD method allows to find the field distribution by solving
the system of Maxwell’s equations upon the discrete mesh. The solution is
based on the following data:

• Permittivity distribution function which determines radiation propagation
conditions.

• Initial conditions which constitute such radiation parameters as the wave-
length (or the radiation spectrum for non-monochromatic wave), the am-
plitude and the initial phase.

• Boundary conditions which determine the radiation behavior at the bound-
ary of the computation region.

After all these conditions are set, the field distribution is computed step-
by-step starting from the radiation source.

6.2 Maxwell’s Equations Discretization

Before the computation starts, it is first necessary to derive the Maxwell’s
equations in terms of finite differences [215]. To do this, we write down
the equations for the medium without the dispersion, absorption or the light
generation:

∇× E (r, t) = −1
c

∂B (r, t)
∂t

,

∇× H (r, t) =
1
c

∂D (r, t)
∂t

.

(6.1)

We now expand the curl operators and write separately the equations by
vector components. Each equation corresponds to one direction so we obtain:
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∂

∂t
Dz.

(6.2)

Main principle of the FDTD method is discretization of the space, i.e. re-
placing all of partial derivatives by differences ∂/∂x ≈ Δ/Δx, ∂/∂y ≈ Δ/Δy,
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Fig. 6.1. 3D mesh and calculation scheme within single cell used for FDTD method

∂/∂z ≈ Δ/Δz. Thus, the derivative is now represented by its approximate
value which is function variation divided by the argument variation taken at
different mesh nodes (Fig. 6.1). In the figure, discretization of the computation
region by the square mesh is shown. To the right, a single cell of the mesh
is shown with all corresponding components of the field vectors. Solving the
system of Maxwell’s equations by the FDTD method, we obtain values of the
fields intensity in each mesh node.

Having the system (6.2) and changing the derivatives by differences it is
quite easy to obtain recurrent expression which gives the value of the field
component in some node of the mesh using known values of the field compo-
nents in adjacent nodes. It is also necessary to apply the material equations
(2.5) and (2.6) to the system (6.2), which give the relation between electric
intensity and displacement and between the magnetic intensity and induction.
It is convenient now to work within the CGS system of units instead of SI
system. The permittivity and permeability in this unit system are equal to
one so the expressions become much easier. The obtained recurrent formula
are as follows:

H
n+1/2
x(i,j,k) = H

n−1/2
x(i,j,k) +

cΔt

μΔz

(
En

y(i,j,k+1/2) − En
y(i,j,k−1/2)

)
−

− cΔt

μΔy

(
En

z(i,j+1/2,k) − En
z(i,j−1/2,k)

)
,

H
n+1/2
y(i,j,k) = H

n−1/2
y(i,j,k) +

cΔt

μΔx

(
En

z(i+1/2,j,k) − En
z(i−1/2,j,k)

)
−

− cΔt

μΔz

(
En

x(i,j,k+1/2) − En
x(i,j,k−1/2)

)
,
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H
n+1/2
z(i,j,k) = H

n−1/2
z(i,j,k) +

cΔt

μΔy

(
En

x(i,j+1/2,k) − En
x(i,j−1/2,k)

)
−

− cΔt

μΔx

(
En

y(i+1/2,j,k) − En
y(i−1/2,j,k)

)
, (6.3)

En+1
x(i,j,k) = En

x(i,j,k) +
cΔt

εΔy

(
H

n+1/2
z(i,j+1/2,k) − H

n+1/2
z(i,j−1/2,k)
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εΔz
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)
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En+1
y(i,j,k) = En

y(i,j,k) +
cΔt

εΔz

(
H

n+1/2
x(i,j,k+1/2) − H
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x(i,j,k−1/2)

)
−
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εΔx

(
H
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z(i+1/2,j,k) − H
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)
,

En+1
z(i,j,k) = En

z(i,j,k) +
cΔt

εΔx

(
H

n+1/2
y(i+1/2,j,k) − H

n+1/2
y(i−1/2,j,k)

)
−

− cΔt

εΔy

(
H

n+1/2
x(i,j+1/2,k) − H

n+1/2
x(i,j−1/2,k)

)
.

Expressions (6.3) indicate that values of the magnetic field intensity are
taken with time shift as related to the electric field. This fact allows us to carry
out the step-by-step (recurrent) computation of the electric field and then the
magnetic field starting from one side of the computation mesh and moving
to another side. The values of the electric and magnetic field components are
taken from the internodes (i+1/2, j+1/2, k+1/2) and (i−1/2, j−1/2, k−1/2)
to allow central differences approximation. Computation is carried out over
and over again for different time moments until required computation time
is achieved. In case of 2D PhC, the problem is separated into two indepen-
dent cases, namely, we consider separately TE and TM polarizations. In case
of TM polarization, as it was defined in the Chap. 5, we have a non-zero
electric field component which is parallel to the PhC elements and magnetic
field components lying in the plane of PhC. All other electric and magnetic
field components are equal to zero. At that, the system (6.2) is significantly
simplified acquiring the following form:

∂

∂y
Ez = −1

c

∂

∂t
Bx,

− ∂

∂x
Ez = −1

c

∂

∂t
By,

∂

∂x
Hy − ∂

∂y
Hx =

1
c

∂

∂t
Dz.

(6.4)

Recurrent formula for computation of the field distribution taken in this
case is of the following form:

H
n+1/2
x(i,j) = H

n−1/2
x(i,j) − cΔt

μΔy

(
En

z(i,j+1/2) − En
z(i,j−1/2)

)
,
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H
n+1/2
y(i,j) = H

n−1/2
y(i,j) +

cΔt

μΔx

(
En

z(i+1/2,j) − En
z(i−1/2,j)

)
, (6.5)

En+1
z(i,j) = En

z(i,j) +
cΔt

εΔx

(
H

n+1/2
y(i+1/2,j) − H

n+1/2
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)
−

− cΔt

εΔy

(
H

n+1/2
x(i,j+1/2) − H

n+1/2
x(i,j−1/2)

)
.

In the case of TM polarization we have an opposite situation. Magnetic
field component which is parallel to the PhC elements and electric field com-
ponents lying in the plane of PhC are now non-zero while other components
equal to zero which leads to the following system:

∂

∂x
Ey − ∂

∂y
Ex = −1

c

∂

∂t
Bz,

∂

∂y
Hz =

1
c

∂

∂t
Dx,

− ∂

∂x
Hz =

1
c

∂

∂t
Dy.

(6.6)

Replacing the derivatives by differences we obtain the following recurrent
formula:

H
n+1/2
z(i,j) = H

n−1/2
z(i,j) +

cΔt

μΔy

(
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x(i,j+1/2) − En
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)
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− cΔt

μΔx
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,

En+1
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cΔt

εΔy

(
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z(i,j+1/2) − H

n+1/2
z(i,j−1/2)

)
,

En+1
y(i,j) = En
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cΔt

εΔx

(
H

n+1/2
z(i+1/2,j) − H

n+1/2
z(i−1/2,j)

)
.

(6.7)

In 1D case when both electric and magnetic field components are parallel
to media interfaces, system (6.2) can be reduced to the following one:

∂

∂y
Ez = −1

c

∂

∂t
Bx,

− ∂

∂y
Hx =

1
c

∂

∂t
Dz.

(6.8)

In this 1D case, it is supposed that radiation propagates along the y-axis.
When propagation occurs in another direction, the other field components
will be non-zero but general view of the system remains unchanged. The
recurrent formula in 1D case is derived in a similar way as for 3D and 2D
case and takes the following form:

H
n+1/2
x(i,j) = H

n−1/2
x(i,j) − cΔt

μΔy

(
En

z(i,j+1/2) − En
z(i,j−1/2)

)
,

En+1
z(i,j) = En

z(i,j) −
cΔt

εΔy

(
H

n+1/2
x(i,j+1/2) − H

n+1/2
x(i,j−1/2)

)
.

(6.9)
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Solution of Maxwell’s equations represented in discreet form require in-
formation about the permittivity and permeability in computation nodes.
Besides, the field distribution at least at one boundary should be specified to
start the computation.

6.3 Definition of the Dielectric Function

The FDTD method means digitization of the computation region by rectan-
gular mesh. At that, in case of continuous permittivity distribution function,
the node of such a mesh contains the exact value of the function within the
corresponding coordinate. If the function is discontinuous, i.e., it has step-like
permittivity change, there are two ways for definition of the discreet permit-
tivity function. The first one is direct method which means the node values are
set as is. This method is the simplest one but gives low accuracy in approxi-
mation or otherwise requires high-density mesh. The second method consists
of smoothing the step by changing it to some analytic function. At that, the
step area can be artificially extended such that the nearest mesh elements
will also be involved. The interpolation is made within the selected area so
that the permittivity monotonically changes from one side of the step to an-
other one. The linear interpolation may be used within the PhC computation
when the permittivity inside the undefined region (i.e., the neighborhood of
the permittivity step) will be defined by the following formula:

ε(x, y) = ε1 + (ε2 − ε1)(1 − (
√

(x2 + y2) − r)/dr), (6.10)

where ε1 and ε2 are permittivities of PhC elements and background material
respectively, r is elements radius and dr is the thickness of undefined region
which may be set manually. If dr = 0, we have the case with no interpolation.
However, if dr is taken to be a large value, the shape of the elements will be
very smooth and large computation inaccuracy appears.

Examples of two space discretization methods are shown in Fig. 6.2.
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Fig. 6.2. Example of the space discretization without (a) and with (b) interpolation
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The case of the space discretization without the interpolation appears
to be satisfactory only when computation region is small, and thus, high-
density mesh can be used. However, in case of large computation region mesh
density may become critical, hence the method employing the interpolation
is preferable.

6.4 Definition of Initial and Boundary Conditions

6.4.1 Initial Conditions

When computation region is discretized, initial values of the electric and mag-
netic fields should be assigned to the mesh nodes before the start of computa-
tion. Usually, these values are assumed to be zero, and therefore, initially we
have 6 (in 3D case), 4 (in 2D case) or 2 (in 1D case) arrays filled with zeros.
Later these arrays will contain information about each field component values
with correspondent coordinate.

Besides the above mentioned arrays initialization it is necessary to intro-
duce radiation into the structure under investigation. For this reason, some
array elements should be initialized with non-zero values. Moreover, the radi-
ation source is varying in time so nodes-sources should be initialized at each
time step. The radiation parameters such as amplitude and frequency are de-
fined in a specific way. Because of discreteness of time in equations (6.3), (6.5),
(6.7), (6.9) as well as coordinate, radiation source will be defined by samples
both in time and space.

Let us consider example of the source defined by harmonic oscillation with
frequency ω in time and Gaussian transverse profile.

The pulse time and space profiles are shown in Fig. 6.3. It can be seen that
sampling in this example is quite good, hence the shape of the pulse profiles
is not distorted. However, if one takes the mesh with low density or large time
step, the pulse will be essentially distorted and will not remind the analytical
function.

The nodes-sources also take part in general process of field computation
described in this section. Taking this into account, the source value should be
added to the value contained by the source node.

6.4.2 Conditions at the Boundaries of Computation Region

Besides the boundary conditions defined at the media interface inside the com-
putation region, we should define the radiation behavior at the boundaries of
the computation region. The computation region has finite size and we suppose
that radiation outside the region is not perturbed. However, at the bound-
ary of the region radiation can be totally or partially reflected. Such kind of
boundary conditions are represented by a equation or a set of equations defin-
ing the field distribution behavior near the boundary of computation region.
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Fig. 6.3. Example of source field definition

There are five commonly used types of boundary conditions used when
solving the radiation propagation problem:

1. Dirichlet boundary conditions (or first type boundary conditions) [216]
defines the field component values at the computation region

kE(i,j,k) = F .

This actually means that before the field distribution computation at each
time step we set some specific values of the field components to the bound-
ary node of computation mesh. For instance, if the field intensity at the
boundary is set to zero at each node, this means total reflection from the
boundary.

2. Neumann boundary conditions (or second type boundary conditions) [216]
define the derivatives of the function at the computation region boundary:

C

(
∂E

∂n

)
(i,j,k)

= F .

In this case, the function values at the computation region boundary are
not frozen but depend on the node values of the neighboring ones. For
instance, when the function derivative is defined to be zero, the values at
the boundary nodes are exactly the same as the values of the nodes next
to them. Mathematically this means lowest reflection from the boundary.

3. Mixed boundary conditions are defined when the boundary is divided
by several contours. The Dirichlet conditions are defined at one of the
contours while Neumann conditions are defined within the second contour:
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kE(i,j,k)

∣∣∣
Γ1

= F1,

C

(
∂E

∂n

)
(i,j,k)

∣∣∣
Γ2

= F2.

4. Robin boundary conditions [217] are weighted combination of Dirichlet
and Neumann boundary conditions in contrast to mixed boundary con-
ditions where separate conditions are used at different subsections of the
boundary. Robin conditions are also called impedance boundary condi-
tions because of their application in electromagnetic theory.

kE(i,j,k) + C

(
∂E

∂n

)
(i,j,k)

= F .

5. Periodic boundary conditions emulate the translation of the computation
region over infinite space. Such boundary conditions are consequence of
Bloch theorem and they are usually used to simulate the radiation prop-
agation inside some infinite periodic structure.

E(i=0,j,k) = E(i=imax,j,k),

E(i,j=0,k) = E(i,j=jmax,k),

E(i,j,k=0) = E(i,j,k=kmax).

When the problem of electromagnetic field propagation inside the PhC is
solved, it is usually supposed that the radiation floats out of the computation
region without any perturbation so transparent Neumann boundary condi-
tions are employed. Unfortunately, even in case of Neumann boundary con-
ditions, the non-physical reflection from the computation region boundary
is present due to space discretization employed in the FDTD method. Solu-
tion of the problem was proposed by J. Berenger and later was developed by
other groups [218]-[221]. Solution consists of introduction of relatively thin
layer with high artificial absorption. This layer is called the perfectly matched
layer (PML). Passing through this layer radiation decays exponentially ac-
cording to the absorption coefficient. After reflection from the computation
region boundary it passes the layer once again so if the absorption coefficient
is correctly set, no radiation returns to the computation region.

Absorption of the PML is introduced due to the conductivity of the mate-
rial. At that, the conductivity is different for different propagation directions
so each field component is subdivided into two parts which leads to the fol-
lowing view of Maxwell’s equations:

−
∂

∂y
(Ezx + Ezy) = σ∗

yHxy + μ
1
c

∂

∂t
Hxy,

∂

∂z
(Eyz + Eyx) = σ∗

zHxz + μ
1
c

∂

∂t
Hxz,
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−
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1
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1
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1
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1
c

∂

∂t
Exy.

Here σx, σy, σz are electric conductivities within the directions x, y, z, and
σ∗

x, σ∗
y , σ∗

z are magnetic conductivities within directions x, y, z. Corresponding
recurrent formula will be similar to formulas 6.3. However, each equation will
be subdivided into two parts containing only one part of the field component.
Besides, the part with conductivity will present in these equations. Resulting
field component can be found by summation of its parts:

Ex = Exy + Exz, Hx = Hxy + Hxz,

Ey = Eyx + Eyz, Hy = Hyx + Hyz,

Ez = Ezx + Ezy, Hz = Hzx + Hzy.

(6.12)

In the section of the computation region when the conductivity is equal to
zero (which actually contains the considered optical structure) the summation
of corresponding equations of system (6.12) gives the system (6.2).

The PMLs in 2D and 3D cases are shown in Fig. 6.4. It is seen from the
figure that conductivities for all directions are non-zero only within corners
of the computation region. In other sections of the PML only two or four
conductivity components are non-zero.
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a

Fig. 6.4. 2D (a) and 3D (b) computation regions with perfectly matched layer

6.5 FDTD Method Stability

After the cell size of the computation mesh is selected it is necessary to deter-
mine the time step. The time step limitation comes from the condition that
radiation should not propagate through more than one computation mesh cell
during a single time step.

Thus, taking the light speed in vacuum as the radiation propagation speed
(here we consider the electromagnetic field propagation only) we can estimate
the time step allowed for stable computation:

cΔt ≤
(

1
(Δx)2

+
1

(Δy)2
+

1
(Δz)2

)−1/2

, (6.13)

where Δx, Δy, Δz are linear dimensions of computation mesh cell.
The condition (6.13) is known as Courant condition and is always used

in FDTD computation technique. In practice, the sign of equality may be set
in the expression (6.13) instead of less or equal. In this case, the computation
time is minimal while the accuracy stays high. Low value of time step should
only be taken in case of structure containing high conductivity or nonlinear
materials.

6.6 FDTD Method Application for Experimentaly
Obtained PhC with Hexagonal Lattice Structure

In this section, we will consider the example of the computation of the
specters of the real PhC. In [222], the transmittance spectra of the PhC
represented by holes arranged to the hexagonal lattice and having following
parameters have been investigated: filling factor f = 0.25, ..., 0.3, number
of PhC layers N = 3, ..., 15, refractive index n = 3.3 (GaAs). The experi-
mental investigation was carried out using scaling technique because of the
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Fig. 6.5. Correspondance between high-symmetry points and the radiation propa-
gation direstion inide the PhC

limitations of the quantum dot tunability range. Thus, the structure was
reproduced seven times with different scales with corresponding lattice con-
stant a = 180, 200, 220, 240, 260, 280, 300 nm. The transmittance spectrum of
each structure was scaled in frequency and then “glued” to the common plot.
Obtained transmittance spectrum then was analyzed.

In [222], the transmittance was taken at some specific direction of the radi-
ation propagation inside the PhC. As mentioned in the Chap. 4, the direction
in real space is connected to the direction in the reciprocal space via the ex-
pressions (4.17). Thus, the designation of the radiation propagation in this
work is the same as the desingnations of the high-symmetry points directions
in the Brillouin zone. Such correspondance is shown in Fig. 6.5.

We will now compare the experimental specters with the ones obtained
by the FDTD technique. There are, however, some peculiarities of the com-
putation of the field distribution of the real structure. The first one is the
chromatic dispersion. However, in this particular case, this inaccuracy may
be neglected since the experimental technique employing the scaling of the
structure is unable to take into account the chromatic dispersion. The second
peculiarity is the definition of the computation area and the definition of the
point where the field value will be taken after it passes the PhC. Let us con-
sider the field distribution just after the PhC (See Fig. 6.6). As we can see,
the radiation is diffracted by the PhC and propagates in different directions
after the PhC. However, as we mentioned earlier, we are interested in single
propagation direction, namely ΓK or ΓM . In order to avoid the parasitic
effects, we have to move the source as far as possible from the structure. Un-
fortunately, the computation time may significantly increase in this case and,
therefore, we set the receiver at the distance of 30 periods from the PhC. As
we have seen, such placement of the receiver provides low error at relatively
low computation time. We consider here only the case when the PhC contains
15 rows of holes since it is considered in [222] in great detail.

As for the FDTD computation of the transmittance spectrum, there are
two different ways. The first one is to use the CW pulse as the source and
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Fig. 6.6. Demonstraion of the field diffraction after the PhC

measure the transmittance at eash wavelength within the selected range. This
is the most basic technique. However, it takes a lot of time since we have to
compute the field distribution starting from zero-time for each wavelength.

Another computation technique employs fast Fourier transform. In this
case, we launch the Gaussian-shaped pulse with broad spectrum (i.e., the
temporal width of the shape is low). After the computation is complete, we
have temporal response of the structure. Then we apply fast Fourier trans-
form to the temporal response, divide it by the spectrum of the launched
pulse and obtain the transmittance spectrum of the structure. In order to
understand this technique, we can represent the broad-spectrum as a number
of narrow-spectrum pulses with magnitudes A1, A2, ..., A8 launched together
to the structure (see Fig. 6.7). Each pulse “tests” the structure at the specific
wavelength so after the structure each initial pulse has magnitude multiplied
by the PhC transmittance at its wavelength A1 · T1, A2 · T2, ..., A8 · T8. When
we apply Fourier transform, we obtain the information about all these pulses.
However, since an initial pulse had Gaussian shape, we have to normalize the
output spectrum by the spectrum of launched pulse. After this final operation,
we obtain the transmittance spectrum of the PhC.

As we have seen, the second computation is very similar to the first one.
The only difference is that we compute the transmittance sparately when
we use CW initial pulse while Gaussian-shaped beam allows to scan over
whole frequency range. Due to this fact, the computation time in the second
technique is much lower.

Now let us consider the computation results. They are presented in Fig. 6.8.
The blue lines in the middle of Fig. 6.8 present the band structure of the
PhC considered in [222]. The TE PBG of such a PhC lies between the first
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Fig. 6.7. The spectrum of the probe pulse before (a) and after (b) the structure

Fig. 6.8. The band structure with corresponding theoretically and the experimen-
tally obtained transmittance spectra within different propagation direction

and the second bands within the limits of relative frequency from 0.208 to
0.248. However, partial PBGs along the directions ΓK and ΓM are slightly
wider and are shifted by frequency, one related to another. The computed
transmittance spectra are compared to the band structure. The spectrum
along the direction ΓK is shown to the left and the one for direction ΓM is
to the right from the band structure. As we can see, due to strict determination
of the radiation propagation direction, the transmittance minima correspond
to partial PBGs. The computed transmittance minima in both ΓM and ΓK
directions are in good agreement with experimental data. However, outside
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the PBG, there is no full correspondence between theoretical and experimental
results. This can be explained partially by the inaccuracy of the experimental
technique which is analyzed in detail in [222] and, partially, by neglecting
the material properties such as absorbtion, when applying FDTD technique.
Anyway, such an inaccuracy does not cause large error when the theoretically
obtained results are used for the design of the real devices.

The experimental verification of the method gives an opportunity to con-
sider it as a convenient tool for design and optimization of real PhC devices
which gives good qualitative agreement with experiment and may be easily
applied for arbitrary structures as well as for complex optical circuits.

6.7 Summary

1. One of most widespread methods for computation of electromagnetic field
distribution in optical structures is the FDTD method.

2. FDTD method is based on digitization of Maxwell’s equations. Field is
defined in nodes of the square mesh.

3. Inputs for FDTD computations are dielectric permittivity within the com-
putation domain, boundary and initial conditions. After inputs are defined
computation of the field distributions are calculated step-by-step.

4. FDTD is a universal method. However, in special cases analytical and
approximate methods can be used resulting in decreasing of computation
time.

6.8 Problem Solution Example

Problem:
Compute 1D field distribution in air during five time steps. Computation

domain size is 2 μm. Excitation source is delta pulse of magnetic field. Dis-
cretization step is Δy = 0.2. Dirichlet boundary conditions should be used.
Solution:

First, basing on Courant condition of the method stability, we have to
find the computation time step. Substituting the discretization step to the
expresion (6.13), we obtain:

cΔt ≤ Δy ⇒ Δt ≤ Δy

c

In this problem, we select time step to be equal to Δt = Δy/2 c
Then, we create the arrays which contain values of electric and magnetic

field.
Now, we set the initial field distribution inside the computation area. As

follows from the statement of the problem, the excitaton is performed by the
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Table 6.1. Electric and magnetic field strengths within mesh nodes after the first
computation step

Ez 0 0 0 0 0 0 0 0 0 0 0
Hz 0 5 0 0 0 0 0 0 0 0 0
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Fig. 6.9. Electric and magnetic field distributions after the first (initial) step

magnetic delta-pulse. With this, all values of the electric field are initially
equal to zero while one of magnetic field values takes value of delta-pulse
magnitude. Here we have taken the delta-pulse with magnitude 5. The values
of the initial electric and magnetic fields are presented in Table 6.1 while
Fig. 6.9 depicts both initial fields distribution.

After the initial field distribution is given, we will use equations (6.9).
When we considered the computation domain discretization, we mentioned
that grid points of magnetic field is shifted by half-of-cell as related to mag-
netic field. The time moments the magnetic field is computed in, is also shifted
by half of time-step. This gives us strict sequence of the field components com-
putation. Therefore, we first take the first equation from the system (6.9) and
compute the electric field distribution from known initial electric and mag-
netic fields. It should be mentioned that we start the computation from the
second point of the computation mesh since we use the Dirichlet boundary
conditions. With these conditions, field values at the boundary of the com-
putation region (which actually means the first and the last points of the
mesh) should be manually set. In our case, we set them to zero. Then, we
use the second equation from the set (6.9) and calculate the magnetic field
distribution. In this case, we use previously found electric field distribution
as a basis for this calculation. New values of electic and magnetic fields are
given in Table 6.2 and are plotted in Fig. 6.10.

We can see in Fig. 6.10 that the field distribution now differs from the one
given in Fig. 6.9. The maximum of the field starts to move right and values of
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Table 6.2. Electric and magnetic field strengths within mesh nodes after the second
computation step

Ez 0 2.5 0 0 0 0 0 0 0 0 0
Hz 0 3.75 1.25 0 0 0 0 0 0 0 0
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Fig. 6.10. Electric and magnetic field distributions after the second step

Table 6.3. Electric and magnetic field strengths within mesh nodes after the third
computation step

Ez 0 3.75 0.625 0 0 0 0 0 0 0 0
Hz 0 1.875 2.81 0.31 0 0 0 0 0 0 0

electric and magnetic fields are now equal to zero at the boundaries. Boundary
conditions should be considered separately. In the system (6.9), we can see
that the electric field is a result of difference between magnetic field values in
the neighboring elements. Similar situation is for magnetic field. Thus, since
we manually set zeros to boundary elements, the difference including these
elements will give us exactly the same values the neighboring elements contain.
This produces the effect of complete field reflection from the boundary which
is very similar to perfect conductor.

The field computation at the third, fourth and fifth steps does not actually
differ from the one at the second computation step. Therefore, the field values
are presented only in Tables 6.3–6.5 and field components distributions are
given in Figs. 6.11–6.13.

Thus, we obtain the field distribution after five computation steps. If we
track the field evolution during the computation steps, we will find out that
its behavior is very similar to any type of wave propagating in any medium.
During the propagation, the pulse is reflected from the left boundary and
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Table 6.4. Electric and magnetic field strengths within mesh nodes after the fourth
computation step

Ez 0 3.28 1.87 0.156 0 0 0 0 0 0 0
Hz 0 0.23 3.51 1.17 0.078 0 0 0 0 0 0

Table 6.5. Electric and magnetic field strengths within mesh nodes after the fifth
computation step

Ez 0 1.64 3.04 0.70 0.039 0 0 0 0 0 0
Hz 0 -0.58 2.81 2.34 0.41 0.019 0 0 0 0 0
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Fig. 6.11. Electric and magnetic field distributions after the third step
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Fig. 6.12. Electric and magnetic field distributions after the fourth step
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Fig. 6.13. Electric and magnetic field distributions after the fifth step

then propagates to the right one. If the number of computation steps was
high enough, we could observe the pulse reflection from the right boundary
and its propagation to an opposite direction.

6.9 MATLAB Program for Computation of Field
Distribution in Nonuniform Optical Medium

%Program for computation of temporal field
%evolution in rectangular computational domain
%containing several regions of low refractive index.
%Dirichlet boundary conditions are used.

clear all;
%Variables maxX maxY contain linear sizes of
%computational domain. Here they are 3 and 10
%microns
maxX=3e-6;
maxY=10e-6;

%Variable r contains radius of the region in the
%center of computational domain
r=0.45e-6;

%Variable maxT defines maximum computational time.
%It is set to 50 picoseconds
maxT=50e-12;
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%Variable lambda contains radiation wavelength
lambda=2.04e-6;

%Constant is the speed o light in vacuum
c=3e8;

%Variable contains distance between low-index
%regions
a=1e-6;

%Variables accuracyX and accuracyY define
%discretization quality
accuracyX=120;
accuracyY=400;

%Time step Dt is calculated using Courant
%condition
Dt=1/c/sqrt(1/(maxX/accuracyX)^2+...

1/(maxY/accuracyY)^2);

%After that we calculate number of time steps
accuracyT=round(maxT/Dt);

%Space steps are also calculated
Dx=maxX/accuracyX;
Dy=maxY/accuracyY;

%Material under consideration is nonmagnetic
mu=1;

%Assign mesh nodes by dielectric permittivity.
%The background material will have permittivity
%of 9
eps=9*ones(accuracyX, accuracyY);

%Array drw will contain contours of interfaces.
%It is initially filled in by zeros.
drw=zeros(accuracyX, accuracyY);

%Calculate the optical frequency to be used in
%definition of harmonic excitation source
w=2*pi/lambda;

%Create a region for plotting
figure(‘Position’,[200,0,accuracyX*2+40,...

accuracyY*2+40]);
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%Initialize 2D arrays of the field components
Ez=zeros(accuracyX,accuracyY);
Hx=zeros(accuracyX,accuracyY);
Hy=zeros(accuracyX,accuracyY);
%Next loop assign by 1 each element of the array,
%which appears inside one of the 4 circle low-index
%regions On the interface corresponding element of
%the array drw is assigned by 1.
for countX=1:accuracyX

for countY=1:accuracyY
if sqrt((countX*Dx-maxX/2)^2+...

(countY*Dy-maxY/2)^2)<r
eps(countX,countY)=1;

elseif sqrt((countX*Dx-maxX/2)^2+...
(countY*Dy-maxY/2)^2)<r+r/5;

drw(countX,countY)=1;
end
if sqrt((countX*Dx-maxX/2)^2+...

(countY*Dy-maxY/2-a)^2)<r
eps(countX,countY)=1;

elseif sqrt((countX*Dx-maxX/2)^2+...
(countY*Dy-maxY/2-a)^2)<r+r/5;

drw(countX,countY)=1;
end
if sqrt((countX*Dx-maxX/2)^2+...

(countY*Dy-maxY/2+a)^2)<r
eps(countX,countY)=1;

elseif sqrt((countX*Dx-maxX/2)^2+...
(countY*Dy-maxY/2+a)^2)<r+r/5;

drw(countX,countY)=1;
end
if sqrt((countX*Dx-maxX/2)^2+...

(countY*Dy-maxY/2+2*a)^2)<r
eps(countX,countY)=1;

elseif sqrt((countX*Dx-maxX/2)^2+...
(countY*Dy-maxY/2+2*a)^2)<r+r/5;

drw(countX,countY)=1;
end

end
end

%calculate coefficients at field components
eps_x=c*Dt/Dx./eps;
eps_y=c*Dt/Dy./eps;
mu_x=c*Dt/mu/Dx;
mu_y=c*Dt/mu/Dy;
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%Variable counter allows plotting skipping several
%passages of loop
counter=1;

%In the next loop we calculate field distribution.
%Change of the counter of the outer loop corresponds
%to change of time.
for t=1:accuracyT
%Before each calculation of the space field
%distribution excitation function is saved.

Ez(2:accuracyX,1)=Ez(2:accuracyX,1)+...
0.1*exp(-(Dx*((2:accuracyX)-accuracyX/2)’)...

.^2/((maxX/4)^2))*sin(w*Dt*c*t);

%Next loop calculates magnetic field based on values
%of electric field in the mesh nodes
for y=2:accuracyY-1
for x=2:accuracyX-1
Hx(x,y)=Hx(x,y)-mu_x*(Ez(x,y)-Ez(x,y-1));

Hy(x,y)=Hy(x,y)+mu_y*(Ez(x,y)-Ez(x-1,y));
end

end
%Next loop calculates electric field based on values
%of magnetic field in the mesh nodes
for y=2:accuracyY-2
for x=2:accuracyX-2
Ez(x,y)=Ez(x,y)+eps_x(x,y)*(Hy(x+1,y)-Hy(x,y))-...

eps_y(x,y)*(Hx(x,y+1)-Hx(x,y));
end
end

%Next condition control if the number inside the
%counter is multiple of 2, and plots the field

if mod(counter,5)==0
Edisp=Ez’;

%In the next two loops we plot interface contour
for i=1:accuracyY

for j=1:accuracyX
if drw(j,i)~=0;

Edisp(i,j)=1.5;
end

end
end
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% Image is plotted in the output region
image((0:accuracyX)/accuracyX*maxX,...

(0:accuracyY)/accuracyY*maxY,30*real(Edisp));
drawnow;

end
counter=counter+1;

end

We now consider the program in detail. The program consists of three
blocks.

During the first block, the program initialization is carried out. Here, we
are setting up parameters of the computation domain and initialize arrays for
permittivity distribution, field components computation and the graphical
output. Inside this block we are also computing the time step by means of
expression (6.13). This gives stability to the method.

In the next block, we are setting up the permittivity distribution inside
the computation domain. We consider here the structure of three holes, but
the reader may set the permittivity distribution by just changing the contents
of the array eps.

The third block is for FDTD computation itself. Here, we consider the TM
polarization so we were governed by the set of equations (6.4). However, the
reader may use analogous computation technique for the method implementa-
tion in case of TE polarizaton as well as in case of 1D or 3D FDTD. It should
also be mentioned that there is no necessity in redrawing the field distribution
at each computation step. That is why we introduced the computation step
counter and redrawing the field each fifth step.

The computation results are shown in Fig. 6.14(b) and (b). The first figure
depicts the field distribution at almost the beginning of the computation pro-
cess while the second one is after a time interval. We can see the interaction
between the radiation and the structure. Setting up custom structures and
taking into consideration the material properties, it is possible to compute
the field distribution inside any optical device.

6.10 Problems and Questions

Problem 6.1. Derive the discreet system of Maxwell’s equations for 2D TE
case.

Problem 6.2. Derive the discreet system of Maxwell’s equations for 1D case
for field components Ex, Hy

Problem 6.3. Write the program for computation of TE-wave propagation
in 2D computational domain 10 μm × 10 μm with permittivity of air under
excitation by harmonic electrical field with the period T = Δt · 10 placed in
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Fig. 6.14. Results of the program. Field distribution at different moments inside
the considered structure

the center of the computational domain. Discretization step is Δy = 0.2 μm.
Apply Dirichlet boundary conditions.

Problem 6.4. Solve the Problem 6.1 using meander with the period Δt · 10
as an excitation source.

Problem 6.5. Solve the Problem 6.1 for the TM-wave and non-uniform
medium. Consider square silicon region 2 μm × 2 μm in the center as non-
uniformity. Neglect the absorption.

Problem 6.6. Derive recurrent formula for calculation of TE and TM waves
in 2D case for wave propagation in computational domain bounded by per-
fectly matched layer.

Problem 6.7. Solve Problem 6.1 in computation domain bounded by PML
of 1 μm thickness. Apply absorbing boundary conditions.

Problem 6.8. Solve problem 6.2 in computation domain bounded by PML
of 1 μm thickness.
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Photonic Crystal Optical Fibers

Summary. Chapter 7 gives an idea of computation of principal characteristics of
the photonic crystal fibers (PCF). Similarities and distinctions between PCF and
conventional optical fibers are considered. The first part of the chapter deals with
theoretical relations and characteristics of conventional fibers. The second part gives
classification and characteristics computation of PhC fibers. The chapter gives de-
tailed analysis of the index-guided photonic crystal fibers, as well as PBG fibers.
The computations technique for their eigen-states and field distribution are demon-
strated and analysis of results is carried out. At the end of the chapter, the example
of original Matlab-code for computation of fundamental mode distribution in mi-
crostructured fiber by means of PWE method is presented and several problems and
questions for self-training are given.

7.1 Photonic Crystal Fibers: New Class of Optical
Waveguides

Current field of optical waveguides is not limited by conventional step-index
optical fibers or special-profiled dispersion-shifted of polarization-maintained
fibers. New kinds of fibers with microstructured cladding should also be in-
cluded to existing fibers classification.

At the end of the the twentieth century, the variety of optical fibers was
significantly extended by introducing a new class of optical fibers which pro-
vided the effective solutions to a number of existing problems in such fields as
telecommunications, fiber lasers, high-power transmission, nonlinear devices,
sensor applicaions, and others.

This special class of photonic crystal fibers is also referred to as microstruc-
tured optical fibers. The main difference between these fibers and the conven-
tional ones is the index profile of core/cladding. In microstructured fibers the
cross section of either lightguiding core, cladding, or both are represented by
2D photonic crystal.

Cylindrical shape of the cross section and huge length of such structures
in aggregate with their assignment to transfer optical radiation, allows to
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sort them out into separate class of PhC devices. In addition, similarity to
conventional fiber lightguides found application of analysis methods from the
theory of propagation of optical radiation in dielectric cylindrical waveguides.

In this chapter we consider methods for computation of photonic crystal
fibers. However, due to similarity to conventional fibers we first give a small
historical introduction after which basic relations and characteristics describ-
ing radiation propagation in conventional fibers will be presented. Crucial
steps of the fiber optics history can be found in [223].

Guiding properties of the optical fiber are based on the phenomena of total
internal reflection (TIR). Such fibers consist of optically transparent medium
surrounded by a material with smaller optical density. Light rays incident
on the front edge of such a structure are captured and guided by the fiber
if an incident angle is smaller than TIR angle. After the wave properties of
light were taken into account, it was found that only limited number of rays
with discrete set of angles inside the TIR angle can form guided waves of the
structure. Such rays must satisfy phase synchronism condition in addition to
the total internal reflection. Phase synchronism condition is the requirement
for waves to be in phase after two sequential reflections and thus interfere
constructively. Only in that case waves will form self-consistent field distri-
bution of the guided waves (modes). If that condition is not satisfying, waves
will interfere destructively and therefore vanish. Quantization of waves into
discrete series of guided modes was discovered only after solution of Maxwell’s
equations for particular kinds of guided structures. Such solutions for dielec-
tric cylinder of the round cross section was obtained for the first time by
D.Hondors and P.Debye [224]. Majority of theoretical and experimental works
before the 1950s have concerned propagation of microwaves along the dielec-
tric waveguides. This has resulted in creation of transmission lines and system
components as well as antennas for microwaves. Quasioptical properties of di-
electric waveguides received a little attention in this time, except perhaps one
detailed theoretical work after H.Buchholz [225].

The first dielectric waveguide in which discrete modes on optical frequen-
cies have been studied was glass fiber with glass cladding. Such a fiber was
discovered by N.S.Kapany [226] for the purpose of application of fiber optics
in imaging systems.

Research of the optical waveguides has received strong impulse due to the
laser forthcoming at the beginning of 1960s and consequently due to possibility
of coherent light application in telecommunications and other areas where
previously microwaves were used. A glass fiber lightguide was proposed as a
transmission line for the first time by Kao and Hockham [227]. After losses in
silica fibers were reduced down to 20 dB/km, wide perspectives of application
of fiber lightguides in optical telecommunications become evident.

Against the background of colossal development in technology of the
fiber-optical telecommunications, forthcoming of photonic crystals, structures
which allow radiation localization not only due to the total internal reflection,
but due to photonic band gap as well, has allowed obtaining totally new class
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of the optical transmission media. Photonic crystal fibers or microstructured
fibers have unique modal properties which can be controlled via modifica-
tion of photonic crystal geometry. Microstructured fiber proposed by Birks,
Knight, and Russel [228], possess single-mode properties in much wider wave-
length range than conventional fiber made by core doping. In addition, such
a fiber has larger core that allows transmission of more powerful signals and
increases capacity of transmission line.

7.2 Modes in Conventional Optical Fibers

Conventional optical fibers are represented by an optical guiding structure
consisting of several annular layers, namely, core, reflective cladding, and pro-
tective coating (on the top part of the Fig. 7.1). The index profile of such kinds
of fibers may have various shapes, however, it is always axially symmetric.

In contrast to the conventional fibers, layers of microstructured fibers may
consist of several different materials and contain PhC-like microstructure (see
the bottom part of Fig. 7.1). The size of microstructure elements is of the
order of radiation wavelength propagating over this fiber. Main peculiarity of
such fibers is strong dependence of its optical properties on the geometry of
the microstructure. It gives possibility to design the fiber with any possible
characteristics by manipulation with geometry only.

Fig. 7.1. Similarity between conventional fiber and PhC fiber
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For best understanding of physics of microstructured fibers, it is first nec-
essary to consider modal properties of conventional fiber.

7.3 Solution of Helmholtz Equation in Axial-Symmetric
System

Strong theory for wave propagation in fibers is necessary to obtain good de-
sign of telecommunication links. The geometric optics approach gives much
important information but characterizes wave propagation roughly. The mode
concept is a general concept in optics occurring also, for example, in the theory
of lasers, optical waveguides, and fibers. An optical mode refers to a specific
solution of the Helmholtz equation

∇2E + n2 (ω)k2
0E = 0, (7.1)

which satisfies the appropriate boundary conditions and has constant spa-
tial distribution while propagating over the fiber. For simplicity of notation,
the frequency dependence of all variables is understood by default. The fiber
modes are classified as guided modes, leaky modes, and radiation modes [229].
Signal transmission in fiber-optic communication systems takes place through
the guided modes only. The following discussion focuses only on the guided
modes of a step-index fiber.

To take advantage of the cylindrical symmetry of the fiber the Helmholtz
equation (7.1) is written in the cylindrical coordinates (ρ, φ, z) with z-axis
lying along the axis of the fiber as in [202]

∂2Ez

∂ρ2
+

1
ρ

∂Ez

∂ρ
+

1
ρ2

∂2Ez

∂φ2
+

∂2Ez

∂z2
+ n2k2

0Ez = 0, (7.2)

where the refractive index n is of the form

n =
{

n1, ρ ≤ a
n2, ρ > a

}
(7.3)

for a step-index fiber of core radius a. Equation (7.1) is written for the lon-
gitudinal component Ez, of the electric field vector. Similar equations can be
written for the other five components of electromagnetic fields: Eρ, Eφ, Hρ,
Hφ and Hz. But because of interconnection of all electromagnetic components
which is expressed by Maxwell’s equations, it is not necessary to solve all six
equations and only two independent components can be used. Because light is
transferring in the longitudinal direction components Ez and Hz are selected
as independent functions and then Eρ, Eφ, Hρ, Hφ are obtained. Solution of
(7.1) is based on the method of separation of variables which represent the
function Ez, as

Ez (ρ, φ, z) = F (ρ)Φ (φ)Z(z). (7.4)



7.3 Solution of Helmholtz Equation in Axial-Symmetric System 131

By using (7.4) in (7.1), we obtain three ordinary differential equations:

d2Z/dz2 + β2Z = 0, (7.5)

d2Φ/dφ2 + m2Φ = 0, (7.6)

d2F

dρ2
+

1
ρ

dF

dρ
+

(
n2k2

0 − β2 − m2

ρ2

)
F = 0. (7.7)

Equation (7.5) characterizes longitudinal properties of the field. It has a
solution of the form

Z = exp(jβz), (7.8)

where β stands for the propagation constant. Similarly, (7.6) characterizes the
azimuthal behavior. This equation has a solution

Φ = exp(jmφ), (7.9)

but the constant m possesses integer values only since the field must be peri-
odic in φ with a period of 2π. Equation (7.7) describes the field radial behavior.
That is the well-known differential equation for the Bessel functions. Its gen-
eral solution in the core and cladding regions is given by linear combination
of two cylindrical functions of the order of m

F (ρ) =
{

AJm (κρ) + BNm (κρ), ρ ≤ a
CKm (γρ) + DIm (γρ), ρ > a

}
, (7.10)

where A, B, C, and D are constants and Jm, Nm, Km, and Im are differ-
ent kinds of cylindrical Bessel functions, and a is the fiber core radius. The
parameters κ and γ are defined by

κ2 = n2
1k

2
0 − β2, (7.11)

γ2 = β2 − n2
2k

2
0. (7.12)

Bessel function Jm for the core area gives correct physical description of
the optical field in the fiber core ρ < a. Neumann function Nm has singularity
at κρ = 0 and does not satisfy physical representation of the mode in the core.
That is why constant D must be equal to zero. The modified Bessel function
Im and the modified Hankel function Hm which are decaying ones, describe
field behavior in the cladding.

Essential simplification in Eq. (7.10) occurs when we assume the boundary
condition that the optical field for a guided mode should be finite at ρ = 0
and decreases to zero at ρ = ∞. Function F (ρ) vanishes at infinity only if
D = 0 and singularity of the function K(γρ) is not considered when ρ > a.
The general solution of (7.1) is hereby of the form

Ez =
{

AJm (κρ) exp(jmφ) exp(jβz), ρ ≤ a
CKm (γρ) exp(jmφ) exp(jβz), ρ > a

}
. (7.13)
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The first two terms of (7.13) describe field behavior in transversal plane. The
first term corresponds to radial distribution and the second one represents pe-
riodical azimuthal oscillations. Last function in (7.13) shows that optical field
decays exponentially in longitudinal z direction with decaying coefficient β.
To satisfy the boundary conditions and taking into account the cylindrical
symmetry of the system, it is preferable to take all electric fields to have
cosine dependence on angle φ, and magnetic fields to have sine dependence.
Then, we can write the solution for Ez in following form:

Ez =
{

AJm (κρ) cos(mφ) exp(jβz), ρ ≤ a,
CKm (γρ) cos(mφ) exp(jβz), ρ > a

}
. (7.14)

The same method can be used to obtain Hz, which also satisfies (7.1).
Actually, the solution for Hz has the same form but with different constants
A′ and C ′, such that

Hz =
{

A′Jm (κρ) sin(mφ) exp(jβz), ρ ≤ a,
C ′Km (γρ) sin(mφ) exp(jβz), ρ > a

}
. (7.15)

Other four components Eρ, Eφ, Hρ, and Hφ, can be expressed in terms of
Ez and Hz by solutions of using Maxwell’s equations. For the core region, we
have [223]

Eρ = − j

κ2

(
β

∂Ez

∂ρ
+ μ0

ω

ρ

∂Hz

∂φ

)
, (7.16)

Eφ = − j

κ2

(
β

ρ

∂Ez

∂φ
− μ0ω

∂Hz

∂ρ

)
, (7.17)

Hρ = − j

κ2

(
β

∂Hz

∂ρ
− ε0n

2 ω

ρ

∂Ez

∂φ

)
, (7.18)

Hφ = − j

κ2

(
β

ρ

∂Hz

∂φ
+ ε0n

2ω
∂Ez

∂ρ

)
. (7.19)

After replacing κ2 by −γ2 these equations can be used for the fiber cladding
region. Equations (7.13)–(7.19) express the electromagnetic field in the core
and cladding regions of an optical fiber in terms of four constants A, A′, C, and
C ′. These constants are determined by applying the boundary condition which
requires that the tangential components of E (Ez, Eφ) and H (Hz,Hφ) must
be continuous across the core-cladding interface. By requiring the continuity
of Eρ, Eφ, Hρ, and Hφ at ρ = a, we obtain a set of four linear equations [229]
as related to A, A′, C, and C ′. These equations set is homogeneous and have
a nontrivial solution only if the determinant of the coefficient matrix equals to
zero. After transformations, this condition leads to the eigen-value equation
for guided modes[

J ′
m (κa)

κJm (κa)
+

K ′
m (γa)

γKm (γa)

] [
J ′

m (κa)
κJm (κa)

+
n2

2

n2
1

K ′
m (γa)

γKm (γa)

]

=
[
2mβ(n1 − n2)

aκ2γ2

]2

,

(7.20)
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where prime indicates differentiation with respect to the argument. That is
typical characteristic equation for cylindrical dielectric waveguide with refrac-
tive index n1 surrounded by unbounded medium with refractive index n2 and
has only longitudinal phase constant β as an unknown. This equation was
obtained for the first time by Hondors and Debye [224].

For a given set of principal parameters λ0, a, n1, and n2, the character-
istic differential equation (7.20) can be solved numerically to determine the
mode propagation constant β, or its phase constant. In general, this equation
may have multiple solutions for each integer value of m. It is convenient to
enumerate these solutions in numerical order and denote them by βml for a
given m(l = 1, 2, ...). Solutions βml of the characteristic equation (7.20) to-
gether with spatial distribution from Eqs. (7.13)–(7.19) describe behavior of
the fiber optical modes. Conception of the optical mode is common for all
optical guided systems. As we see the optical mode of a fiber is a specific so-
lution of the wave equation, which satisfies all the boundary conditions, and
which properties are unchanged during propagation along the fiber.

The propagating mode which transfers information through the fiber links
must be guided by the fiber core, and their field and power should be localized
inside the core near its axis. Penetration of the field into the cladding and
jacket buffer, should be as low as possible to eliminate attenuation of the
mode power.

7.4 Hybrid Modes in Fibers and Mode Parameters

The given analysis has shown that in fiber both longitudinal components Ez

and Hz are nonzero (except for m = 0). That conclusion displays the difference
from the strip waveguides, for which one of longitudinal components can be
taken to be zero. Fiber modes are therefore hybrid modes and are denoted by
HEml or EHml, depending on whether Hz or Ez dominates.

Only one special case of symmetrical modes is possible when m = 0 for
which the periodical azimuthal oscillations in (7.13) are absent, and HE0l

and EH0l modes are also denoted by H0l and E0l, respectively, since they cor-
respond to transversal electric (Ez = 0) and transversal magnetic (Hz = 0)
modes. According to the geometric optics approach, mode with m = 0 cor-
responds to the meridional rays propagating in the meridional incident plane
crossing the fiber axis.

Mode classification is illustrated in Fig. 7.2. There, space distributions of
the electric and magnetic components for the first order mode HE11 is also
presented.

Depending on fiber parameters, longitudinal components Ez and Hz can
be small and main field distribution are presented by transversal components.
That is possible in weakly guiding fibers with small difference between core
and cladding refractive indices. For mode classification in weakly guiding fibers
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Fig. 7.2. Kinds of fiber guided modes

a b c d e

LP01 HE11

E01

LP11 HE21

H01

Fig. 7.3. Low-order transverse modes of step-index fiber (a) linearly polarized LP
mode indication; (b) exact mode indication; (c) electric field distribution; (d) LP
mode electric field distribution (e) intensity distribution

a different notation LPml (or linearly polarized modes ) is also used [223] for
which both Ez and Hz are nearly zero. The scheme of linearly polarized mode
formation and correspondent hybrid modes in the fiber is shown in Fig. 7.3.
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7.4.1 Fundamental Mode Distribution in Weakly Guiding Fibers

The field distribution of the fundamental mode is obtained by using
Eqs. (7.13)–(7.19). Hence, the HE11 mode is approximately linearly and
uniformly polarized for weakly guiding fibers. It is also denoted as LP01,
following a to an alternative classification of guiding modes in which all fiber
modes are assumed to be linearly polarized [202,223].

One of the transverse components can be taken as zero for a linearly polar-
ized mode and therefore the mode will have only two transverse components.
Polarization description will be more clear by using Cartesian coordinates
with transformation from the cylindrical coordinates by the relation

Ex = Er cos φ − Eφ sin φ,
Ey = Er sin φ + Eφ cos φ.

If we set Ey = 0 into field distribution expressions presented above, the
Ex component of the electric field for the HE11 mode is given by [202]

Ex = E0

{
[J0 (κρ)/J0 (κa)] exp(jβz), ρ ≤ a
[K0 (γρ)/K0 (γa)] exp(jβz), ρ > a

}
, (7.21)

where E0 is a constant related to the power launched into the mode.
The dominant component of the corresponding magnetic field is given by
Hy = n2 (ε0/μ0)1/2Ex. This mode is linearly polarized along the x axis.

The fiber also supports another mode with Ex = 0 which is linearly po-
larized along the y axis. In this respect, a single-mode fiber actually supports
two orthogonally polarized modes that are degenerate, as they have the same
propagation constant kz = β.

Superposition of degenerated HE and EH modes form high-order LP
modes with corresponding azimuthal and radial indices.

7.4.2 Effective Mode Index and Cutoff Conditions

From the practical characterization of different modes it is useful to intro-
duce a quantity n̄ = β/k0, called the mode index or effective index which
has following physical meaning: a each fiber mode propagates with a unique
effective refractive index n̄ whose value lies in the range n1 > n̄ > n2 and
is guided until n̄ ≤ n2. The effective index may be defined in terms of
group velocity as n̄ = c/vg = cβ/ω = β/k0, or taking into account the rela-
tion β = k sin θ = k0n1 sin θ, we have

neff = n̄ = β/k0 = n1 sin θ.

The effective refractive index is the crucial parameter in guided wave prop-
agation, just as the refractive index in free wave propagation. In fact, the
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effective refractive index changes the wavelength in the same way as the bulk
refractive index does. Following n = c/v = λ0/λ, the wavelength measured in
the waveguide is λg = λ0/nēff .

This can be explained by noting that the optical field of guided modes
decay exponentially inside the cladding layer and by using the asymptotic
form for the Hankel function which is correct at large values of the argument
[G. Korn and T. Korn, Mathematical Handbook for Scientists and Engineers.
New York: McGraw-Hill, 1961], [222]

Km (γρ) =
√

π

2γρ
exp(−γρ) for γ > 1. (7.22)

When n̄ < n2, from (7.12) it follows that γ2 = β2 − n2
2k0 ≤ 0 and the

exponential decay does not occur. The mode reach cutoff when γ becomes
zero or when n̄ = n2. From (7.11), κ2 = k2

0(n
2
1 − β2/k2

0) = k2
0(n

2
1 − n̄2) and

when γ = 0, or n̄ = n2 we have the critical level of the transversal phase
parameter

κ = k0(n2
1 − n2

2)
1/2, (7.23)

which characterizes the moment when mode stops to be propagating, or cutoff
condition.

Like for planar waveguides, it is convenient to express cutoff condition as
well as other characteristics of the fiber through the parameter referred to as
normalized frequency:

V = k0a(n2
1 − n2

2)
1/2 ≈ (2π/λ)an1

√
2Δ, (7.24)

The normalized frequency or simply the V parameter, combines most im-
portant fiber parameters: core radius a, material refractive indices of core n1

and cladding n2, and wavelength λ of the light to be transmitted in the fiber.
The cutoff condition (7.23) gives

V = κa. (7.25)

Since transversal parameters values are not as interest as phase constant β
in propagation direction, it makes sense to use its universal notation, namely
the normalized propagation constant b defined as

b =
β/k0 − n2

n1 − n2
=

n̄ − n2

n1 − n2
. (7.26)

7.4.3 bV Diagram

The bv diagram shows how many modes are supported by a waveguide. As we
discussed before TE and TM modes are the transverse electric and transverse
magnetic modes as defined by the solution of the equation. HE and EH modes
are hybrid, and both contain components of electric and magnetic fields along
the fiber axis.
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A8⋅T8

Fig. 7.4. Normalized propagation constant b as a function of normalized frequency
V for a few low-order fiber modes. The right scale shows the mode index

Figure 7.4 shows a plot of b as a function of V for a few low-order fiber
modes obtained by solving the eigen-value Eq. (7.20) and correspondent LP
modes. Each curve actually represents two modes, one orthogonally polarized
with respect to the other in the transverse plane.

Conventional fibers do not maintain polarization of the launched wave.
Since orthogonally polarized waves associated with the same mode have the
same effective refractive index, they travel at the same velocity and easily
couple energy between themselves. This exchange occurs at bends, twists,
splices, and any other mechanical deformations of the fiber. The effective
refractive indices n̄ for all modes lie between the index of the cladding and that
of the core. For a given mode, n̄ varies with wavelength, producing waveguide
dispersion. At a fixed value of V , several modes may propagate, each having
a different effective index. This situation leads to modal distortion.

The longitudinal propagation factor can be obtained from n̄ by taking
into account β = k0n̄. Propagation direction Θ in respect to optical axis are
determined from neff = n̄ = n1 sin θ.

Propagation in the fiber is quite similar to propagation in the slab. Modes
are cutoff when their rays travel at the critical angle, and rays far from cutoff
travel close to 900 almost directly down the fiber. In addition, decaying van-
ishing fields exist outside the core for all of the modes; and the closer a mode
comes to cutoff, the deeper its penetration into the cladding. Far from cutoff,
a propagating mode travels almost entirely in the core. For large values of V,
many modes will propagate. Large V corresponds to a relatively large core ra-
dius. The number of modes (including all polarizations) for such a multimode
fiber is roughly approximated by the following expression

M = V 2/2. (7.27)
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Typical multimode fiber with a = 25 μm and Δ = 10−2 has V = 24
at wavelength λ = 1.3 μm and would support about 576 modes. However,
the number of modes decreases rapidly as V is reduced. It is clear from this
example that even a fiber with relatively small core diameter can support
a large number of modes. Because the normalized frequency is proportional
to the difference in refractive indices of the core and cladding, keeping this
difference small reduces the number of propagating modes.

Below a certain value of V all modes except the HE11 mode reaches cutoff.
It appears when V is equal to the first root of Bessel function (see Fig. 7.4).
Fibers with such a V parameter support only single first mode and are referred
to as single-mode fibers.

7.5 Single-Mode Fibers

Single-mode or monomode fibers support only the lowest-ordered HE11 mode,
also known as the fundamental mode of the step index fiber.

In such a fiber all of high-order modes must be cut off for operating wave-
length fiber is designed such that all higher-order modes are cut off at the
operating wavelength. As it was shown in the previous paragraph, the V
parameter determines the number of modes supported by a fiber and their
propagation condition. The cutoff condition of various modes is also deter-
mined by V . The fundamental mode has no cutoff and is always supported
by a fiber.

7.5.1 Single-Mode Condition

As it is seen in Fig. 7.4, the single-mode condition is determined by the value of
V at which TE01 and TM01 modes reach cutoff. Assuming m=0 in Eqn. (7.20)
we can obtain eigen-value equations for these two modes. After that, equation
can be separated into two eigen-value equations

J ′
0 (γa)

κJ0 (κa)
+

K ′
0 (γa)

γK0 (γa)
= 0, (7.28)

J ′
0 (γa)

κJ0 (κa)
+

n2
2

n2
1

K ′
0 (γa)

γK0 (γa)
= 0. (7.29)

As previously, prime denotes derivative with respect to argument.

J0(V ) = 0. (7.30)

The root of this equation is V = 2.405. If a fiber is designed such that
V < 2.405, it supports only HE11 mode which is fundamental one. Therefore,
the case when V = 2.405 is called also as the single-mode condition
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The key point in single-mode fiber design is small core diameter. This can
be understood from the dependence of the cutoff wavelength λC of the fiber
on the core diameter. The cutoff wavelength is the wavelength above which
only one single transverse mode can exist

λC =
2πa

V
(n2

1 − n2
2)

1/2, (7.31)

where V = 2.405 for step-index fiber and a is the core radius. When the core
diameter of a single-mode fiber is not much larger than the wavelength, there is
significant power portion or field penetration in the cladding. Therefore, it
is necessary to define mode field diameter or the width of the transverse
field. Specifically, it is the root mean square width of the fields if the field
is Gaussian. Its transverse field pattern is approximately Gaussian shaped.
More strong determination of the field diameter leads to the conception of
spot size [202].

Ex = A exp
(
− ρ2

w2

)
exp (jβz) , (7.32)

where w is the mode radius and is referred to as the spot size.

7.6 Microstructured Fibers

Main peculiarity of microstructured fibers is their complex structure of the
core and the cladding. The typical PhC-based optical fiber has structure very
similar to the one of conventional fibers. However, it has the PhC instead
of reflecting cladding. Depending on the problem the PhC can have differ-
ent spatial configuration and geometric parameters. Simple examples of the
PhC-based fibers are shown in Fig. 7.5.

Because of quite complex structure of the PhC, the microstructured
fiber can be made upon different principles and technologies. Taking this
into account, the number of possible variations of such fibers is huge. The
microstructured fiber can have the core, which refractive index is less than
claddings one, it can possess either positive or negative dispersion, maintain
some specific polarization, it can be single-mode within wide wavelength
range even with large core size. These features together with many others
provide wide range of applications for microstructured fibers.

Microstructured fibers available on markets today have reflecting cladding
made of 1D or 2D PhC. The fibers with cladding made of 1D PhC have mostly
technological high-power application to transmit the light to short distances.
Due to the air core, the attenuation in these fibers is negligible. Because
reflecting coating has the structure similar to the Bragg reflector, such kind
of fibers is known as Bragg fibers (see for example [230], [231]).

The fibers which optical confinement is based on 2D PhC, can be used both
for technological purposes (including optical pulses compression [232,233], and
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Fig. 7.5. Simple illustration of microstructured fibers geometry

supercontinuum generation [234–236]) and for telecommunication purposes to
transmit information and compensate dispersion within short communication
line sections.

2D PhC-fibers themselves can be classified by the principle of the radia-
tion confinement within the core. The first class of such fibers utilizes total
internal refraction. In this case, the reflective cladding is represented as some
solid material with some specific refractive index which actually depends on
the wavelength and the PhC elements size. This refractive index appears to
be lower than the core index which provides the waveguiding properties of the
fiber. Moreover, dependence of the cladding refractive index on the wavelength
makes it possible to achieve a single-mode operation within wide wavelength
range. The second class of 2D PhC-fibers employs the possibility of the PhC
to form complete PBG. The core of such a fiber can possess lower refractive
index than surrounding PhC has. Thus, the core of such fibers can be hollow.
Examples of two kinds of 2D PhC fibers are given in Fig. 7.6. The only dif-
ference between them is the size of elements. Actually, the PBG may appear
even at low elements size, however, the refractive index of the fiber material
should be quite high. If we work with silica or some kinds of polymers, the
PBG appears at large elements size only.

7.6.1 Computation of Eigen-States of Microstructured Fibers

Main characteristic of the fiber intended for long-distance data transmission
is the modal structure of the optical radiation propagating inside it. Com-
putation of the modal structure for the step-index conventional fiber was
given above. The problem can be easily solved analytically and is reduced
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a b

Fig. 7.6. Examples of index-guided (a) and PBG (b) fibers

to the determination of fiber parameters which provide either single-mode or
multi-mode operation of the fiber. However, in case of microstructured fiber,
the problem becomes much more complex in view of large number of struc-
ture elements. This leads to employment of numerical techniques such as plane
wave expansion method or approximation methods such as effective refractive
index method.

In general, determination of modal structure of the microstructured fiber
is reduced to the solution of the eigen-problem formulated for the PhC with
a defect which was described in Chap. 5. One of the most convenient methods
used in this case is the plane wave expansion method described in Chaps. 4
and 5. In addition, it is necessary to compute the off-plane eigen-states be-
cause of radiation propagation along the defect so its off-plane wave vector
component is not zero as was shown in Chap. 5. In this case the off-plane
component of the wave vector stands for the propagation constant.

The eigen-problem solution consists in computation of eigen-states of an
infinite periodic structure formed by the translation of the PhC section with
defect. The computation procedure now is as follows:

1. Determine the unit cell of the PhC containing defect. In our case, the unit
cell should be large enough to insulate translated defects from each other.
For this, we should take the unit cell including at least five or six PhC
elements as discussed in Chap. 5.

2. The range of the in-plane wave vector component may be limited by a
single value. This may be done because of the independence of the defect
eigen-frequency on the wave vector as was also shown in Chap. 5. As for
the off-plane wave vector component, it should vary within the limits from
zero to the value determined in the specific problem.

3. Define the set of the reciprocal lattice vectors. As was shown in Chap. 5, the
number of reciprocal lattice vectors should be larger than that for strictly
periodic structure.

4. Form the matrix differential operator for each wave vector value within
defined set and compute its eigen-values.
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Lets now consider each computation step in detail. Determination of the
unit cell of the PhC with defect which the PhC-fiber is, is the crucial moment
in the eigen-states computation. If size of the unit cell is too small, the light
localization inside each of translated defects will be weak as well. The solid-
state analogy here is high probability of the tunneling between defects. Conse-
quently, the eigen-states in this case will widen such that computation results
will be rather inaccurate. On the other hand, when the unit cell is selected to
be large, the computation performance is dramatically reduced which may be
critical in optimization.

The fact that the Brillouin zone of the structure with defect will be several
times smaller in each direction than in case of strictly periodic structure should
be taken into account. The size of the Brillouin zone is in inverse proportion
to the size of the PhC unit cell as follows from (4.17).

The off-plane component of the wave vector is the longitudinal one and,
by definition, it is usually referred to as the propagation constant and is des-
ignated as β when computing the eigen-states of the PhC-fiber. It represents
the change in phase along the path traveled by the wave at any instant.

Determination of the matrix differential operator and solution for the
eigen-states is carried out similarly to the procedure described in Chap. 5.
One more important moment is the fact that there is no polarization separa-
tion of the radiation in contrast to in-plane 2D PshC consideration. Therefore,
computation of the PhC-fiber eigen-states requires consideration of both elec-
tric and magnetic components of the field.

7.6.2 Computation of the Mode Field Distribution
in Microstructured Fibers

In some applications like supercontinuum generation, it is necessary to know
the mode field distribution in order to take into account interaction between
the optical field and fiber. The solution of such kind of problems can also be
carried out by PWE method.

During the derivation of the final expression for the eigen-frequency com-
putation described in Chap. 4, we presented the eigen-function distribution
as a product of the plane wave and the periodic function with periodicity of
lattice (5.2). We have also obtained the Fourier expansion of this function
(5.4). As a result, the system of linear equations have been derived when the
eigen-problem was solved. The value of ω2

c2 in this system play a role of the
eigen-value while Hkn (G) and Ekn (G) are eigen-vectors. Solving the eigen-
problem by the method described in Chap. 4 it is possible to obtain the sets of
eigen-vectors each corresponding to specific eigen-value. The field distribution
at the specific eigen-state can easily be found substituting the eigen-vector
elements to the expression (5.4), i.e., the field is synthesized from the set
of harmonics where the eigen-vector elements play role of harmonics ampli-
tudes. In other words previously, the expansion problem was solved and after
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all parameters are determined, the synthesis problem is solved. Let us now
consider the example of the field distribution computation of the eigen-state.

We consider the eigen-function computation for 2D PhC fiber represented
by the set of holes in bulk material. First, the problem is solved directly in
a way described in Chap. 5. Now, we write down the expression which allows
to determine the field distribution. The expression (5.4) which is actually a
Fourier expansion, takes the following form:

Ekn (x, y) =
∑

u

E′
kn (Gu) exp (j ((kx + Gx u) · x + (ky + Gy u) · y)),

Hkn (x, y) =
∑

u

H′
kn (Gu) exp (j ((kx + Gx u) · x + (ky + Gy u) · y)).

(7.33)

Here H′
kn (Gu) and E′

kn (Gu) are eigen-vectors to be found during the eigen-
problem solution.

We solve the eigen-problem and compute the field distribution for some
specific wave vector. After the eigen-problem is solved and we have the set
of eigen-values and corresponding set of eigen-vector, we can start with field
distribution computation. We must consider the transversal field distribution
only, so that the off-plane wave vector component is absent within the ex-
pression (7.33). When we synthesize the field distribution, the sets of Gx and
Gy are taken to be exactly the same as during the solution of eigen-problem
since previously we obtained Fourier coefficients for harmonics with exactly
these values of Gx and Gy. Otherwise, the synthesis will be carried out for
harmonics with frequencies which differ from those used for expansion, so
computed eigen-vectors will be meaningless.

The summation is carried out for specific coordinate so that during single
summation, the field value in a single point only can be found. In order to find
the field distribution within specific region, it is necessary to carry out sum-
mation for all points within this region. Resulting electric field distributions of
the first and the second nondegenerated modes are shown in Fig. 7.7. The first
mode corresponds to the lowest eigen-state and has the lowest frequency. The
second mode is actually degenerated to the first one and has almost the same
frequency. However, it appears that the third mode (or the second nondegen-
erated mode) already possesses much higher frequency. Figure 7.7 depicts the
field distribution within the unit cell of the considered PhC. It is seen that
the field of the first mode is strongly localized inside the defect of the periodic
structure while the second one passes through the surrounding PhC and flows
out the defect.

The computation of the modes field distribution inside the PhC fiber car-
ried out by the plane wave expansion method can be useful for the determina-
tion of modal properties of the fiber as well as for the solution of field-material
interaction problem in nonlinear fibers.
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Fig. 7.7. Electric field distribution of the first and second nondegenerated modes
inside index-guided microstructured fiber

7.7 Index-Guided Microstructured Fibers

As mentioned above, there are two main classes of microstructured fibers,
namely, the fibers employing the principle of total internal reflection (TIR)
and the fibers where waveguiding effect is possible due to complete PBG of the
PhC cladding. In this section, we consider the first class of such a PhC-fiber.
Main peculiarity of the TIR PhC-fibers is their ability to support single-mode
operation within wide range of wavelengths.

How can this be achieved? For better understanding of the operation prin-
ciples of the TIR PhC fibers, we first consider computation of bulk PhC
eigen-states with further consideration of the structure with defect and field
distribution computation inside the waveguiding area.

The characteristic which describes properties of the PhC as a fiber cladding
is referred to as continuum of states. It gives the range of frequencied and
propagation constants where strictly periodic PhC has eigen-states so the ra-
diation passes through the PhC. This means that no radiation localization is
possible within such radiation parameters. The continuum of states is indi-
cated by filled green area in Fig. 7.8. In order to obtain the information about
the continuum of states of the fiber cladding, we first compute the reduced
band structure for the PhC without defect. Such a reduced band structure
is represented by the characteristic indicating the presence or absence of the
PBG at each value of the propagation constant within selected range. Such
reduced band structure was computed for the value of holes radius r = 0.15a.
It is seen from figure that minimum frequency of the continuum of states shifts
to high-frequency region while growth of the propagation is constant.
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Fig. 7.8. The continuum of states and the defect eigen-states of a single-mode
index-guided microstructured fiber

Now we consider the eigen-states of the PhC with defect, which is rep-
resented by missing hole creating conditions for the radiation localization
and forming the waveguiding area of the fiber. As we decided previously,
we will compute the eigen-states for a single wave vector only so that we
obtain the set of eigen-frequency dependencies on the wave vector instead of
reduced band structure obtained for defectless structure. The computation
results indicated by lines in Fig. 7.8. First two eigen-states of the structure
with defect appear to be degenerated so their frequencies are very close to
each other so that we can see one line only at the bottom of the insertion.
It can also be seen that in the insertion, that these eigen-states lie beneath
the continuum of states. This indicates the fact that the radiation possessing
corresponding wave vectors and frequencies will not be able to pass through
the cladding PhC so it will be localized inside the core. Thus, ω − β space is
divided by two areas, namely, the continuum of states and the area beneath
the continuum. The area beneath the continuum of states is actually the
area of guiding modes. The eigen-states lying within this area, correspond
to modes localized in the core region. Fibers with eigen-states beneath the
continuum of states are referred to as TIR PhC fibers or index guided fibers.

Let us now consider the results obtained from another point of view. The
computation results actually demonstrate the fact that the first group of de-
generated eigen-states lie below the continuum of states within wide frequency
range while the second group of levels lie in the continuum of states area. This
allows to conclude that the PhC fiber operating principle is based on the TIR,
which is singlemode within wide range of frequencies.
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7.7.1 Effective Refractive Index of the PhC-Fiber

In order to characterize the TIR PhC-fiber, the effective refractive index of
the cladding is used. The effective index is introduced for each mode and
is determined by the expression neff = β/k as was shown in Sect. 7.4. The
dependence of effective refractive index of the first mode on the radiation
frequency is shown in Fig. 7.9.

It can be seen from figure that the effective refractive index of the first
mode asymptotically approaches to effective index of the boundary of the
continuum of states. Thus, the core refractive index is always higher than the
effective refractive index of the first mode, which provides the TIR similar to
conventional step-index fiber. The effective index of modes lying inside the
continuum of states, is always higher than the one of the bulk PhC, hence
they will flow out from the core.

7.7.2 Step-Index Fiber Model of the Index-Guided PhC Fibers

The model of the PhC fiber considered earlier in this chapter are quite pre-
cise and take into account the exact geometry of the PhC. However, many
problems such as computation of numerical aperture or bending losses can be
solved much easier when representing the PhC fiber as a step-index fiber. This
model was first proposed by Birks et al. [237] and may effectively be used for
approximate solution of many problems.

The model itself consists in representation of the PhC fiber by the step-
index fiber (the analogy is given in Fig. 7.1). Within this model, the reflecting
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and the cutoff line
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cladding of the PhC fiber is represented as solid material with specific refrac-
tive index which is actually the effective refractive index neff of the PhC. The
defect of the PhC where the radiation is localized, is represented by the fiber
core with the same refractive index as a material of the PhC. As we have seen
earlier (see Fig. 7.9) for PhC silica fiber, the effective refractive index of the
PhC is always lower than that of the solid material, i.e., of the core which
provides light localization within high-index region. Thus, representing the
PhC fiber by this simple model, we may now analyze simple step-index fiber
in a way described at the beginning of the chapter instead of quite complex
structure.

However, it should be mentioned that the fact that neff of the PhC varies
with wavelength and, therefore, this approximation may be used for a single
wavelength only as long as properties of whole step-index fiber vary as well.

7.7.3 Numerical Aperture of the PhC Fiber

When the mode flows out from the fiber face, its radius usually increases. The
amount of such widening can be made by introducing the numerical aperture
(NA).

The easiest way to estimate the NA of the index-guided PhC fiber is to
approximate it by a step-index fiber as was made above. This technique was
applied in the work [238] and it allowed to reduce the problem of computation
of the NA of single-mode step-index fiber.

In case of conventional single-mode optical fiber, the mode field distribu-
tion is described by Gausian function and NA is often defined as NA = sin θ,
where θ is the half-divergence angle between the radiation propagation direc-
tion and the cone connecting the points where the intensity of Gausian beam
decreases several times.

tan θf = lim
z→∞

rf (z)
z

, (7.34)

where rf (z) is determined from the expression

Ψ(z, r = rf )
Ψ(z, r = r0)

= f, (7.35)

where Ψ is Gaussian function of width w.
The half-divergence angle has different approximations for different values

of f . In case of f = 1/e2 = 0.135 = 13.5%, it is found as

θ13.5% ≈ arctan
(

2
kw

)
= arctan

(
λ

πw

)
, (7.36)

In case of f = 5%

θ5% = arctan

(√
ln 20

2
× tan θ13.5%

)
. (7.37)
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Fig. 7.10. Half-divergence angle of the PhC silica-based fiber with different radii
of the PhC holes

These approximate formulas are in good agreement with the exact solu-
tion of the scattering problem when kw 
 1. In order to solve the problem
accurately for the PhC fiber, the PhC fiber mode field distribution should
be taken into account. The field computation technique was presented in the
Sect. 7.6.2 using the Eq. (7.33).

In Fig. 7.10, the half-divergence angle θ13.5% is given as a function of nor-
malized distance between holes’ centers a/λ for different diameters of the PhC
holes. In case of low radius the angle is low so that the NA is low as well. This
is caused by very low difference between the neff of the PhC and the refractive
index of the core which leads to low localization of the radiation within the
fiber core.

7.7.4 Macro-Bending Losses

When the TIR PhC-fiber is straight, the PhC provides light localization inside
the core. However, if the fiber appears to be coiled around something or just
bent (see Fig. 7.11), the radiation starts to couple to leaky mode which causes
losses. If the bending radius is much larger than the wavelength, such bend is
referred to as macro-bending.

Similar to material losses, macro-bending losses obey expoential law, and
are described by formula:

P = P0 · exp(−α · z), (7.38)

where P0 is initial optical power, α are losses due to bending.
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Fig. 7.11. Shematic of the macro-bending of the PhC fiber

The easiest way to compute the bending losses is to apply the step-index
approximation to the PhC fiber as it was made in [239].

α =
√

π

8
A2

e

P

ρ exp(−4ΔW 3R/(3ρV 2))
W

√
WR/ρ + V 2/(2ΔW )

, (7.39)

where V is normalized frequency, W is normalized decay parameter of the
cladding, Δ is relative difference between core and cladding refractinve indices,
ρ is the radius of the core, Ae is the amplitude coefficient of the field in the
cladding, and P is the power carried by fundamental mode.

When we apply this formula to the PhC fiber, we have to use effective
parameters instead of real ones. Thus, we replace the normalized frequency
by its effective analog [239]:

V → Veff = ρ
2π

λ

√
n2

co − n2
cl,eff(λ), (7.40)

as well as normalized decay parameter:

W → Weff = ρ
2π

λ

√
n2

co,eff − n2
cl,eff(λ), (7.41)

and
Δ → ΔVeff(λ) = nco − ncl,eff(λ), (7.42)

where nco is the refractive index of the core, nco,eff is the effective index of
the fundamental mode and ncl,eff is the effectice index of the defectless PhC
forming the PhC fiber cladding.

The approximation here causes some inaccuracy since the PhC fiber does
not possess rotational symmetry in contrast to conventional fiber. Due to this
fact, the bending in different directions causes different losses. However, if one
wants to estimate losses, this inaccuracy may be neglected.

In Fig. 7.12 it is depicted typical bending losses obtained in the work [239]
using this approximation and employing full-vectorial method for PhC charac-
teristics computation. The bending losses are computed for different bending
radius. As is seen, the characteristic possess minima at some specific wave-
length which does not change with bending radius which gives raise to opti-
mization possibility of such fibers.
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Fig. 7.12. Macro-bending losses obtained by full-vectorial model

7.8 Photonic Band Gap Fibers

A class of microstructured fibers described in the previous section had the core
refractive index higher than the effective refractive index of the guided modes.
However, for a class of PhC fibers described in this section this requirement
is not indispensable because their operating principle is based on the PBG
rather than TIR. The core of the fiber which is actually a defect of the periodic
structure localizes the radiation due to appearance of the additional eigen-
states inside the PBG.

In Chap. 5 it was shown that computation of the off-plane band structure of
the PhC requires consideration of both electric and magnetic field components.
Appearance of the PBG in this case is possible in very special cases only, for
instance, at high refractive index contrast or large radius of holes as compared
to the distance between them and at high values of propagation constant
when the bands become flat enough. In Fig. 7.13 the reduced off-plane band
structure of the defectless PhC with high holes radius values is indicated by
filled green area. It can be seen from the figure that the appearance of the
PBG is possible at high radius of holes and at high values of the propagation
constant. The PBGs are indicated by white areas inside the continuum of
states. The first one starts from the relative frequency 1.35 and the relative
propagation constant 1.25 and is quite wide while the second one lies within
the frequency range from 1.75 to 2.2 and propagation constant range from 1.6
to 2.25, so it is narrow.

When the defect is introduced to the periodic structure, additional eigen-
states appear within the PBG so that the radiation with corresponding fre-
quency and wave vector will be guided by the fiber. Here we consider the
hollow-core fiber (see Fig. 7.13(a)) to demonstrate the possibility of light lo-
calization inside the defect with low refractive index.
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Fig. 7.13. Hollow-core fiber cross section and its dispersion diagram (a) and modes
field distribution (b) and (c)

Obviously, the PBG fiber will not be a single mode. The eigen-states of the
PBG fibers may appear both beneath the continuum of states and within the
PBG so that the number of modes will depend on the number of eigen-states
outside the continuum of states.

Two eigen-states of the PBG fiber are shown in Fig. 7.13(a) by blue dots. It
is seen that both modes lie inside first PBG so that they both will be localized
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by the PhC. In Fig. 7.13(a), the black line indicates the so-called light line. The
radiation below this line is affected by the TIR effect at the interface between
the material and holes. This means that the light localization appears inside
high-index areas of the PhC but not in the PhC defect area which has low
refractive index (see Fig. 7.13(b)). These modes are known as cladding modes.
On the other hand, if the eigen-frequency lies above the light line, the radiation
forms “leaky” modes which are able to flow out from the high-index medium
to the low-index defect of the PhC and to be localized there (see Fig. 7.13(c)).

7.9 Band Gap Diagram of the PBG Fiber

As we have seen, the conditions for the radiation localization inside the defect
may not be satisfied even in case of presence of the PBG at high values
of the propagation constant with defect eigen-states inside. Thus, dispersion
characteristic considered in this section does not provide enough information.

To provide complete characterization of the PBG fiber, another kind of
characteristics, namely, the band gap diagram, appears to be more convenient.
The characteristics (see the right part of the Fig. 7.14) is represented by the
contrast picture where green areas inside bold black lines correspond to band
gaps of the PhC while white areas correspond to continuum of states. Along
the horizontal axis, the frequency lies while effective refractive index lies along
vertical one. Such charactreristics are described, for instance, in [240] and
[241]. Thus, the characteristic indicates ranges of the effective index where
the PBG exists. The light line shown in left part of the Fig. 7.14 (the orange
one) corresponds to horizontal line at the level of neff = 1 in the band gap
diagram while lines with higher (the gray and green ones) and lower (the red
one) effective indices give corresponding horizontal lines inband gap diagram.

Fig. 7.14. The formation of the band gap diagram of the PhC
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As we have seen in the previous section, the light licalization inside the PBG
fiber core is possible when eigen-states lie above the light line. In the band
gap diagram corresponding area is situated below the orange horzontal line
at the level of neff = 1. Here we can conclude that the PBG-guidance inside
the low-refractive index core of the PBG fibers is allowed only for those ones
which have the PBG below the line neff = nlow, where the nlow is the refractive
index of the core region.

Let us now turn to the computation of the band gap diagram. We first
compute the dispersion diagram as we made in previous section. At that, we
compute continuum of states and band gaps only. Such a dispersion diagram
is shown in left part of the Fig. 7.14.

After that, we “cut” obtained dispersion diagram by the lines correspond-
ing to different constant values of the effective refractive index. These lines
are red, orange, gray, and green ones in Fig. 7.14. Then we are moving along
the lines of constant neff and writing down the values of the frequencies where
the PBG appears. Then we plot obtained values in the band gap diagram.

We can use another method which is good for analysing the raster images
of the dispersion diagrams. Since we have patch plot rather than 2D plot,
we can just move along the line neff = const and set the light spot if we
found continuum of states at this frequency or the dark spot if the frequency
corresponds to the band gap. Scanning over each neff within the selected
range, we finally obtain the band gap diagram.

The band gap diagram is quite simple to obtain if we know the disper-
sion characteristic. On the other hand, the characteristic is very useful for
the determination of the guidance possibility of the PBG fiber and for the
determination of frequency range the guidence is allowed for.

7.9.1 Coupling Losses of the PhC Fiber

When the radiation is introduced to fiber as well as in case of fiber splicing,
the radiarion lossess appear. They are usually referred to as coupled losses.

The losses themselves may appear, for instance, if the fibers’ geometry
parameters do not fit (see Fig. 7.15(a)). It can be easily illustrated that the
coupling losses when introducing the radiation from the multimode step-index
fiber to the single-mode fiber. As long as their core diameters differ several
times, some radiation wich propagated inside the core of the multimode fiber,
appears to be out of the core of the single-mode one. If the fibers are connected
without specially designed couplers, significant losses appear.

Theoretical background for coupling losses computation is quite simple.
They are actually computed as following overlap integral:

Lc = −20 log10

⎡
⎢⎢⎢⎢⎣

∞∫
−∞
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Ψ2
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−∞
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Ψ2
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⎤
⎥⎥⎥⎥⎦ , (7.43)
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Fig. 7.15. Photonic crystal fibers connection without (a) and with (b) taper

where Ψ1 and Ψ2 are field profile of the input and output fibers. The field
distribution of the guided modes can be computed either by PWE or by
FDTD methods and, after the numerical integration the losses may be easily
obtained.

In order to minimize coupling losses, the tapers are usually used. Couplers
are exactly designed devices which provide high-effecient coupling from one
fiber to another. Some examples of such couplers are shown in Fig. (7.15(b)).
The main aim of the coupler is to effectively convert the field profile inside one
fiber to the profile introduced to the second fiber. High-perfomance couplers
allow almost total elimination of coupling losses.

7.10 Summary

1. Microstructured fiber is an optical waveguiding structure in which main
element is PhC cladding providing light localization inside the core region.

2. Microstructured fiber possesses wide spectrum of features such as single-
mode operation within wide frequency range and with large core, strong
light localization within the core region, peculiar dispersive properties
according to PhC surrounding the core region, namely, 1D or 2D photonic
crystal, and according to optical confinement mechanism, namely, total
internal reflection or the photonic band gap.

3. Computation of the characteristics of the microstructured fiber as well as
mode field distribution can be made by plane wave expansion method.

4. TIR PhC fibers are characterized by wide range of single mode operation
due to frequency dependent effective refractive index of the PhC.

5. PBG fibers possess strong light localization within the core region which
provides high interaction between the field and the fiber material and,
consequently, appearance of high nonlinearities.

6. The band gap diagram is the characteristic of the PBG fiber which allows
to determine its operating frequency range.
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7.11 MATLAB Program for Computation
of the Fundamental Mode Distribution
in Microstructured Fiber by Means of Plane
Wave Expansion Method

%Program for computation of the mode field
%distribution in microstructured fiber based on
%square lattice photonic crystal. Parameters
%of the fiber are: PhC period, radii of its
%elements, refractive indices of the background
%and PhC elements.

%Input parameters are PhC period, radius of an PhC
%element, indice of refraction.

%Outpput data are mode field distribution.

clear all;

%Variable a contains period of the structure.
a=1e-6;

%Variable r contains PhC element radius. All
%elements are identical. Here radius is expressed
%via period.
r=0.2*a;

%Variable eps1 contains background material
%permittivity.
eps1=1.46^2;

%The variable eps2 contains permittivity of the
%elements composing PhC. In our case
%permittivities are set for the structure
%perforated membrane
eps2=1;

%The variable nG defines the number of plane waves
%which is determined as (nG*2-1)^2. For
%calculations a few plane waves is enough.
nG=3;

%Variable precisStruct sets number of nodes inside
%the unit cell.
precisStruct=30;
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% We have used a set of wave vectors within the
%Brillouin zone to compute PBG for strictly
%periodic PhC. In this program here we compute
%field distribution for the defect eigen-state
%which is independent on wave vector. Thus we can
%suppose transverse components of the wave vector
%to be zero and longitudinal component to be
%nonzero.
kx=0;
ky=0;
kz=2/a;

% Inside this loop we define unit cell via
%asigning inverse refractive index to each mesh
%node. In contrast to strictly periodic PhC we
%need larger unit cell for microstructured fiber,
%since its refractive index profile is not a
%strictly periodic function, but contains defect
%instead, which localizes radiation. In this case
%here the linear size of the unit cell is 5 times
%larger as compared to the strictly periodic
%structure. Defect is in the center of the
%structure.

for numElemX=1:5
for numElemY=1:5
nx=1;
if(numElemX==3)&&(numElemY==3)
for countX=0:a/precisStruct:a
ny=1;
for countY=0:a/precisStruct:a
struct(nx+(numElemX-1)*precisStruct,ny+...

(numElemY-1)*precisStruct)=1/eps1;
xSet(nx+(numElemX-1)*precisStruct)=countX+...

(numElemX-1)*a;
ySet(ny+(numElemY-1)*precisStruct)=countY+...

(numElemY-1)*a;
ny=ny+1;
end
nx=nx+1;

end
else
for countX=0:a/precisStruct:a
ny=1;
for countY=0:a/precisStruct:a
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% Next condition allows definition of a circle of
%the radius r

if(sqrt((countX-a/2)^2+(countY-a/2)^2)<r)
struct(nx+(numElemX-1)*precisStruct,ny+...

(numElemY-1)*precisStruct)=1/eps2;
xSet(nx+(numElemX-1)*precisStruct)=...

countX+(numElemX-1)*a;
ySet(ny+(numElemY-1)*precisStruct)=...

countY+(numElemY-1)*a;
else
struct(nx+(numElemX-1)*precisStruct,ny+...

(numElemY-1)*precisStruct)=1/eps1;
xSet(nx+(numElemX-1)*precisStruct)=...

countX+(numElemX-1)*a;
ySet(ny+(numElemY-1)*precisStruct)=...

countY+(numElemY-1)*a;
end
ny=ny+1;

end
nx=nx+1;

end
end

end
end

%Calculation of the area of the mesh cell can be
%used in calculation of Fourier expansion
%coefficients
dS=(a/precisStruct)^2;

%Two-dimensional arrays formation from the set of
%coordinates of the mesh nodes
xMesh=meshgrid(xSet(1:length(xSet)-1));
yMesh=meshgrid(ySet(1:length(ySet)-1))’;

%Values in the mesh nodes are transformed to the
%form convenient for calculation of the Fourier
%expansion coefficients
structMesh=struct(1:length(xSet)-1,1:...

length(ySet)-1)*dS/(max(xSet)-min(xSet))^2;

%Variable numG contains number of plane waves
%which are used in expansion of Bloch waves and
%refractive index into Fourier series
numG=1;
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%This loop forms the set of inverse lattice
%vectors
for Gx=-nG*2*pi/(a*5):2*pi/(a*5):nG*2*pi/(a*5)
for Gy=-nG*2*pi/(a*5):2*pi/(a*5):nG*2*pi/(a*5)
G(numG,1)=Gx;
G(numG,2)=Gy;
numG=numG+1;

end
end

%This loop calculates Fourier expansion
%coefficients which will be used for calculation
%of matrix differential operator.
for countG=1:numG-1
for countG1=1:numG-1
CN2D_N(countG,countG1)=sum(sum(structMesh.*...

exp(1i*((G(countG,1)-G(countG1,1))*...
xMesh+(G(countG,2)-G(countG1,2))*yMesh))));

end
end

%In this loop we calculate matrix differential
%operator for TM polarization according to
%formula (4.25).
%Calculation is realized for each wave vector from
%the array defined above. The difference from the
%previously considered case consists in that wave
%vector contains now a component along the
%propagation direction, i.e. component
%perpendicular to the plane of PhC.
for countG=1:numG-1
for countG1=1:numG-1
M(countG,countG1)=CN2D_N(countG,countG1)*...
(kz^2+(kx+G(countG,1))*(kx+G(countG1,1))+...

(ky+G(countG,2))*(ky+G(countG1,2)));
end

end

%Calculation of eigen-vectors and eigen-values
[D V]=eig(M);

%We calculate field distribution within the unit
%cell. Actually, field distribution like the
%structure itself will be periodic, and size of
%the area where field distribution will be
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%calculated does not matter. However, in his
%program here we restrict ourselves by elementary
%cell.
%We create an array in which the values of the
%field strength in each point will be saved. The
%size of the array is equal to the size of another
%array which describes unit cell.
field=zeros(size(struct));
for Gc=1:numG-1
xi=1;
for x=min(xSet):(xSet(2)-xSet(1)):max(xSet)
yi=1;
for y=min(ySet):(ySet(2)-ySet(1)):max(ySet)

%We calculate field strength in specific point by
%summation of terms in Fourier series for each
%inverse lattice vector on which expansion was made.
%To synthesize the field distribution we take first
%eigen-vector which corresponds to the first
%eigen-state of the PhC.

field(xi,yi)=field(xi,yi)+D(Gc,1)*...
exp(i*((kx+G(Gc,1))*x+(ky+G(Gc,2))*y));

yi=yi+1;
end
xi=xi+1;

end
end
f=figure(234);
% We plot field strength distribution
surf(ySet,xSet,abs(field),’LineStyle’,’none’);
hold on;
% We plot refractive index of the cell
mesh(ySet,xSet,struct,’FaceColor’,’none’);
xlabel(’x, \mum’,’FontSize’,20);
ylabel(’y, \mum’,’FontSize’,20);

Now let us discuss some crucial moments in the program. It consists of
seven blocks.

The first block is variables initialization and structure parameters defi-
nition. Here we initially set the lattice constant for defectless PhC and the
elements radius as well as discretizaton precision. Here the PWE method pa-
rameters are also defined such as the value nG which determines the number
of plane waves. In this program the wave vector definition may also be con-
sidered as the part of the first block since here we perform computation for a
single wave vector value.
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The structure definition is performed within block 2. The structure here
is represented by square 5 × 5 matrix of holes with missed one in the center.

In the third block, the set of reciprocal lattice vectors is initialized. How-
ever, in contrast to the program given in Chap. 5, here the primitive reciprocal
lattice vectors will be five times smaller since they are in reverse proportion
to the unit cell dimensions.

Computation of the Fourier expansion coefficients is carried out within
fourth block of the program. The procedure here is exactly the same as was
considered in Chap. 5.

Then, in fifth block the matrix differential operator is composed and its
eigen-values and eigen-vectors are found. It should be mentioned that here
we are interested in eigen-vectors rather than in eigen-values. However, the
computation procedure does not differ from the one for defectless PhC.

The sixth block is the most important in the program. Here, the field
distribution is computed by means of the expressions (7.33). For this reason
we use the eigen-vectors obtained in the previous computation block. The
procedure consists in summation over all the reciprocal lattice vectors. The
summation gives the field intensity in a single space point. At that, it is not
necessary for these points to coincide with nodes of the discretization mesh.
Actually, we may compute the field distribution at the 1 km distance from the
considered PhC fiber. However, since we have restricted the shape of the field
distribution by representing it in the form of Bloch wave, the computation
result will be periodically repeated as well with period equal to the dimension
of the unit cell. In our case it is 5a. It should also be mentioned that we may
compute the distribution of any mode. The choise is made by the variation of
the number in the member D(Gc, 1) of the summation. By default, it computes
the field distribution of the first mode.

Seventh block is for plotting the solution. Besides the field distribution,
the permittivity distribution is also plotted, so that we can see the field dis-
tribution as related to the PhC elements.

;

a b

Fig. 7.16. The program result. (a) is field distribution of the first mode and (b) is
the second mode
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The result of the program is presented in Fig. 7.16. We see here the first
and the second modes. We can see also that the first mode is strongly localized
inside the defect area and the second one flows out from the core. Analyzing
the obtained results, we can conclude that the fiber with considered parame-
ters will be a single-mode one.

7.12 Problems and Questions

Problem 7.1. What is the difference between conventional fiber and PhC
fiber?

Problem 7.2. What is the difference between single-mode and multi-mode
fiber?

Problem 7.3. Which kind of PhC fibers is applied in telecommunications?
What is the reason?

Problem 7.4. What kind of PhC fibers are called index-guided microstruc-
tured fibers?

Problem 7.5. What kind of PhC fibers are called PBG-guided fibers?

Problem 7.6. What is continuum of states of the PhC? Why it is necessary
to compute the continuum of states together with defect eigen-states?

Problem 7.7. Write down element of matrix differential operator for PhC
fiber.

Problem 7.8. Calculate the reciprocal lattice primitive vectors in case of
hexagonal PhC unit cell containing 5 × 5 elements. The distance between
centers of elements is a.

Problem 7.9. Calculate the reciprocal lattice primitive vectors in case of
square PhC unit cell containing 5× 5 elements. The distance between centers
of elements is a.

Problem 7.10. Modify the program to compute the continuum of states of
the PhC fiber cladding.

Problem 7.11. Modify the program to compute the set of eigen-values within
the range of propagation constant from 0 to 107.

Problem 7.12. Modify the program to compute the field distribution inside
the fiber on the basis of hexagonal PhC.
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FDTD Method for Band Structure
Computation

Summary. Principles of photonic band structure computation using FDTD
method are considered in this chapter. The general scheme of FDTD method
for photonic band structure computation is presented. Peculiarities of different
stages like definition of computation domain, definition of Bloch boundary condi-
tions and initial conditions for delta-pulse, and Gaussian-modulated excitations are
discussed. The spectral analysis of the temporal response by Fourier transform is
carried out for 1D and 2D photonic crystals. The 1D and 2D PhC band structures
are compared with those obtained by PWE method. Finally the original Matlab-
code for FDTD band structure computation of 1D photonic crystal is given and
several problems and questions for self-training are presented.

8.1 Problem Definition

In the chapters dedicated to the plane wave expansion method we discussed
some drawbacks of PWE method application to computation of a photonic
band structure. Among drawbacks are impossibility to take into consideration
the chromatic dispersion, absorption, and gain as well as nonlinear materials
whose refractive index depends on the radiation intensity.

One of the possible ways to overcome the problem is to apply the FDTD
technique. In contrast to PWE method, the FDTD provides possibility of
the refractive index variation during the computation process [215], which
allows to take into account losses and nonlinearity when computing the band
structure.

Let us now consider in details the basic principles underlying the band
structure computation by meants of FDTD technique which are breafly dis-
cussed, for example, in [172] and [242]. First, it is necessary to pay attention to
the time-dependence of the electro-magnetic function obtained as the FDTD
solution. The eigen-values of the optical structure is found by the analysis of
the time-dependent response of a structure on the pulse excitation. It should
also be noted that the field computation is carried out within the unit cell only.
The periodicity of the structure is emulated by setting up periodic boundary
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conditions. Such conditions provide definition of the radiation wave vector by
tuning the phase of the radiation when translating it from one side of the unit
cell to another. After the field computation is complete, the Fourier trans-
form is applied, which gives the response spectrum. Eigen-states of the PhC
correspond to local maxima of the spectrum since the eigen-state is resonant
frequency of the structure. That means that phase conditions, noted above
as a way to define the radiation wave vector, support radiation propagation
inside the infinite structure.

In general, PBG computation using FDTD should be carried out as follows:

1. Determine the computation area.
2. Set up periodic boundary conditions.
3. Define the radiation excitation function. The radiation spectrum should

be wide enough to cover whole investigated frequency range.
4. Carry out the spectral analysis of the time-dependent response of the

structure on the probe pulse by searching all of local maxima and plotting
them over frequency axis.

5. Repeat steps from 2 to 4 at different values of the phase shift in periodic
boundary conditions corresponding to all selected points within the PhC
Brillouin zone the band structure is computed for.

Let us now consider in details each step of the problem solution.

8.2 Computation Region Definition

The FDTD technique the band structure will be found with, requires deter-
mination and discretization of the computation domain. However, since the
PhC is an infinite structure and computation of over an infinite structure
takes infinite time period, the response of such a structure is impossible to
find. Solution in this case is consideration of a unit cell rather than infinite pe-
riodic structure since it carries the information about whole structure. Thus,
the computation domain in given a problem consists of a single unit cell of the
PhC. The computation domain, therefore, takes the look shown in Fig. 8.1(a).
It is represented by segment of 1D space possessing step-index refractive index
profile.

In case of 2D PhC the simplest unit cell has square shape (see Fig. 8.1b).
However, being more complex than in case of 1D PhC, the shape of compu-
tation region for 2D PhC may vary depending on the unit cell shape. The
computation region for 3D PhC with cubic lattice is shown in Fig. 8.1c. Dis-
cretization of the computation region by rectangular mesh is also shown in
Fig. 8.1. As is mentioned in Chap. 7, the FDTD technique allows to find the
solutions within the mesh nodes.
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a
b

c

Fig. 8.1. Examples of computation domains for 1D, 2D, and 3D phonic crystals (a)
1D PhC, (b) 2D PhC, (c) 3D PhC

8.3 Boundary Conditions Definition

As long as we determine that computation area should take shape and size
of the PhC unit cell, the periodicity emulation of the structure should be set
manually. It is achieved by setting up periodic boundary conditions at the
edges of the computation domain.

Besides the translation emulation, specially set periodic boundary con-
ditions allow computation of the electro-magnetic field distribution with
different wave vectors. Such type of periodic boundary conditions are referred
to as Bloch periodic boundary conditions [244]. The expressions of Bloch’s
periodic boundary conditions for electric and magnetic field components take
following form:

E (x + a, y + b, z + c) = E (x, y, z) · e−i·kx·a−j·ky·b−k·kz·c,
H (x + a, y + b, z + c) = H (x, y, z) · e−i·kx·a−j·ky·b−k·kz·c.

(8.1)

where a, b, c are linear dimensions of the unit cell along X, Y and Z axes
respectively; kx, ky, kz are wave vector components.

Bloch periodic boundary conditions operate in following way; the electric
or magnetic field intensity is taken from one boundary of the computation
region and is added to the corresponding field component intensity at the
opposite boundary according to periodic boundary conditions. However, in
contrast to simple periodic conditions, the Bloch ones require multiplication
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of the field intensity by the exponent which argument contains radiation wave
vector. This corresponds to the phase shift of the radiation while traveling
from one unit cell to another.

Let us consider simple example. If the eigen-states computation is carried
out for the radiation with zero-equal wave vector, then e−i·0·a−j·0·b−k·0·c = 1. It
means that field from one boundary will be translated to another one without
alteration. In an opposite case, when the wave vector falls at the edge of the
Brillouin zone, the wave vector equals to k =

(
π
a · i, π

b · j, π
c · k

)
. The exponent

in the expression (8.1) will be equal to e−i·π
a ·a−j·π

b ·b−k·π
c ·c = −1, so that the

field at the opposite boundary of the computation region will be excited in
antiphase.

Thus, setting up the Bloch periodic boundary conditions provides the pos-
sibility to investigate propagation of radiation with different wave vectors and,
therefore, to compute the band structure.

8.4 Initial Conditions

To compute PBG for PhC under investigation, the time-dependent response
of the structure on the probe pulse should be found at any point of the com-
putation domain. For this reason the probe pulse possessing wide spectrum
should be introduced to the structure first.

The radiation can be introduced to the structure in various ways. How-
ever, we will consider excitation from a single point of the computation re-
gion. The pulse shape which provides wide spectrum may also be selected in
various ways. The simplest shapes are delta-pulse and Gaussian-modulated
high-frequency signal. At that, the delta-pulse in introduced in a single mo-
ment of time while the modulated signal requires long time to be introduced
into the structure. Let us consider example of radiation injection. In case of
delta-pulse, the excitation function takes following form:

δ (t − t0, x − x0, y − y0, z − z0) = 1. (8.2)

It is widely known that the spectrum of the delta-pulse is infinitely wide
so that it gives structure responses at any frequency. After the delta-pulse
is introduced, the excitation is turned off, however, due to periodic bound-
ary conditions, radiation exists infinitely long time in the structure without
absorption.

Another case we consider here is the Gaussian-modulated high-frequency
excitation. The expression for such a pulse takes following form:

Ez (x, y, z) = A · e
−(t−t0)2

w2 · sin (ω · t) , (8.3)

where t0 provides the time-delay of the Gaussian envelope function, w is its
width, and ω is carrier wave frequency. The Gaussian pulse excitation is car-
ried out during whole computation process in contrast to the computation by



8.5 Structure Response Analysis 167

delta-pulse. The spectrum of such a pulse is not so wide as that for delta-pulse.
However, varying the carrier frequency, one can focus on some specific spec-
tral range to provide high accuracy and avoid errors when analyzing structure
response.

8.5 Structure Response Analysis

After the pulse response of the structure is obtained, it should be analyzed.
This analysis gives eigen-states of the PhC under investigation.

The spectral analysis of the time dependent pulse response can be carried
out by Fourier transform. The accuracy of the method achieves its maximum
when computation time is infinite. However, since we have finite computer
resources, the computation time is taken to be finite but very large value.

Fast Fourier transform (FFT) [243] is usually used within this technique
since the response function is discreet one and in this case the FFT per-
formance is much faster then general Fourier transform. As a result of the
FFT, we have the discreet spectrum as well. The example of the FFT of the
structure response to the delta-pulse excitation is shown in Fig. 8.2.

The eigen-states of the structure are searched for local maxima at the
response spectrum. Detailed analysis should be made to avoid spurious so-
lutions. Such spurious solutions usually appear as inessential peaks at the
spectrum. Therefore, the local maximum appearance does not always corre-
spond to the eigen-state. The maxima corresponding to spurious solutions are
just a little bit higher than neighbor spectrum points while valid solutions
values are several times larger than neighbor ones.

In Fig. 8.3a example of pulse responses computation of 1D PhC for wave
vectors taken within Brillouin zone is shown. Figure 8.3b depicts result of
spectra analysis compared to the results obtained by the PWE method.
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Fig. 8.2. Temporal response (a) and its spectrum obtained by FFT (b)
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Fig. 8.3. Temporal response spectra (a) and 1D PhC band structure as compared
with one obtained by PWE method (b)

In Fig. 8.4 the 2D PhC response spectra as well as the band structures ob-
tained by both methods are shown. Just like in case with 1D PhC, the spectra
are not homogenous for the radiation with different wave vectors. However,
the analysis may be carried out even in this case since we are interested in fre-
quency of the local maxima rather than in their absolute values. Comparison
of results show that both in 1D and 2D cases, some spurious solutions appear
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Fig. 8.4. Temporal response spectra (a) and 2D PhC band structure as compared
with one obtained by PWE method (b)

which can be avoided by enhancement of the spectrum analysis technique.
The deviation from results obtained by PWE method achieves 5% and may
be improved by enlarging FDTD computation time.

8.6 Summary

1. In this chapter we have considered the method for the band structure
computation by means of the FDTD method.

2. The FDTD method has several advantages as compared to the PWE
method. Particularly, it allows to take into account different properties
of materials such as the material dispersion, the nonlinearities, losses and
gain. All these effects cannot be ignored when modeling active devices.
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3. The method has also several disadvantages. The most critical is spurious
solutions which apear during the response spectrum analysis. Moreover,
the computation time is very large when high accuracy is required.

Thus, the method may be useful for active media such as photorefractive
materials or laser resonators modeling. However, in case of simple device, the
PWE method is much more effective.

8.7 MATLAB Program for Band Structure Computation
of 1D PhC by Means of FDTD Method

%The program for 1D PhC band structure computation by
%means of FDTD method.
%Input data: permittivity distribution within
%unit cell
%Output data: 1D PhC band structure

clear all;

%The variable a is lattice constant
a=1e-6;

%c is the light speed in vacuum
c=3e8;

%Variable accuracyY determines the number of
%mesh elements at the space discretization stage
accuracyY=48;

%dy determines the size of the mesh cell
dy=a/accuracyY;

%dt is time step
dt=1/c/sqrt(1/dy^2);

%Variables eps1 and eps2 determine permittivities
eps=1;
eps2=9;

%Variables l1 and l2 are the layers thicknesses
%defined as fractions of the period
l1=0.3;
l2=1-l1;
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%tMax determines number of time steps.
%To obtain Fourier-image using fast Fourier transform
%the number of time steps should be multiple of 2
tMax=2^14;

%numK is the counter of wave vectors which
%are used for PBG formation
numK=0;

%Determine coefficients at field components
dt1=c*dt/dy/eps;
dt2=c*dt/dy/eps2;

figure(1);
ax=axes;
hold on;
%Loop on wave vectors. This is the main loop.
for K=0:1/20*pi/a:pi/a
%Increment of counter for wave vectors
numK=numK+1;

%Initialize arrays containing components of field
%distribution by assigning their components by zeros
Ez=zeros(1,accuracyY);
Hx=zeros(1,accuracyY);

%Calculate coefficient which define phase rotation
%when the field will passes through the boundary
%with Bloch’s boundary conditions
rotate=exp(i*K*a);

%Clear the variable Time which will receive values of
%one of the field components in designated space
%point in various time moments
clear Time;

%Next loop calculates field variation in time
for t=0:dt:tMax*dt-dt

%Define initial conditions like excitation by complex
%harmonic function in a point of unit cell
Ez(round(1*accuracyY/5))=Ez(round(1*accuracyY/5))...

+exp(-(t-0.5e-12).^2/1e-25)*5.*exp(i*5e15*t);

%Define boundary conditions for magnetic component
Hx(1)=Hx(1)-dt1*eps*(Ez(1)-Ez(length(Ez))*rotate);
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%Calculate magnetic component of the field
for coord=2:accuracyY
if coord<accuracyY*l1
Hx(coord)=Hx(coord)-dt1*eps*(Ez(coord)-...

Ez(coord-1));
else
Hx(coord)=Hx(coord)-dt2*eps2*(Ez(coord)-...

Ez(coord-1));
end %if
end % for coord

%Calculate electric component of the field
for coord=1:accuracyY-1
if coord<accuracyY*l1
Ez(coord)=Ez(coord)-dt1*(Hx(coord+1)-Hx(coord));
else
Ez(coord)=Ez(coord)-dt2*(Hx(coord+1)-Hx(coord));
end %if
end %for coord

%Define boundary conditions for electric field
Ez(accuracyY)=Ez(accuracyY)-dt2*(Hx(1)/rotate-...

Hx(length(Ez)));
%Receive intensity of electric component of the field
%in a point of unit cell. That point should be
%in some distance from the excitation point

Time(round(t/dt+1))=Ez(round(2*accuracyY/5));
end % for t

%Obtain Fourier-image of the time-dependent pulse
%response of the structure
fourier=abs(fft(Time));

%Obtain absolute frequency values.
%Each element of the array obtained corresponds
%to the element of the array which we have obtained
%using fast Fourier Transform
f=1/dt*(0:length(fourier))/length(Time);

%wCount - is the counter of eigen-frequencies
%obtained for current value of the wave vector.
wCount=1;

%Analyze the spectrum of the pulse response.
%First element of the array fourier we process
%separately.
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if(fourier(1)/fourier(2)>1.0001)
wEigen(numK, wCount)=f(1);
wCount=wCount+1;

end % if

%In the next loop we process all other elements
%of the array fouirier.
%Current element is compared with previous and next
%one. If current element is larger it is considered
%as an eigen-state and corresponding frequency is
%recorded into the array of eigen-states of the PhC
for u=2:length(fourier)-1
if(fourier(u)/fourier(u-1)>1.0001)&&...
(fourier(u)/fourier(u+1)>1.0001)

wEigen(numK, wCount)=f(u);
wCount=wCount+1;

end %if
end %for u

%Display the eigen-states.
%Create a figure. If figure exists, it becomes
%the current figure

%If 16 or more eigen-states are found,
%only 16 eigen-states are shown.
%In other case all eigen-states are displayed.
if(wCount-1>=16)
plot(ones(1,16)*K,abs(wEigen(numK,1:16)),...

’o’,’LineWidth’,3);
else
plot(ones(1,wCount-1)*K,...

abs(wEigen(numK,1:wEount-1)),...
’o’,’LineWidth’,3);

end % if

%Mark the axes
ylim([0 3e14]);
xlim([0 3.15e6]);
xlabel(’k,m^{-1}’,’FontSize’,20);
ylabel(’Frequency, Hz’,’FontSize’,20);
set(ax,’XGrid’,’on’);
set(ax,’YGrid’,’on’);
%Draw results
drawnow;

end % main loop for K
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Let us consider the program. It consists of four blocks.
The program initialization is performed inside the first block. In this pro-

gram we have to initially set up the structure geometry, particularly, the
period and thicknesses of the layers, as well as permittivity distribution inside
each layer. Here, the structure is very simple so we are setting up only the
fraction of the period instead of absolute thickness of the layer. In this section
the time step from the Courant conditions is also determined.

The second, the third, and the fourth blocks are inside the loop which
scans over wave vectors.

The second block implements the FDTD technique for 1D case. The tem-
poral response within a selected point is obtained at the block output.

The temporal response analysis is performed in the third block. Here,
the fast Fourier transform is applied to the temporal response which gives
its spectrum. Then, the spectrum is scanned and local maxima found. Each
maximum corresponds to eigen-state of the PhC at given value of the wave
vector.

The eigen-states obtained for the specific value of the wave vector are then
plotted one by one in the figure. Since the eigen-states are found for different
values of the wave vector, we finally obtain the band structure.

The result of the band structure computation is given in Fig. 8.5. As it is
seen, some additional solutions appear in the figure which are drop out from
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the general set. They are called spurious solutions. Such solutions appear
due to space discretization and because of finite solution time interval. Such
solutions may easily be eliminated even manually.

8.8 Problems and Questions

Problem 8.1. How the infinite periodic structure can be defined for the band
structure computation by the FDTD method?

Problem 8.2. What is the Bloch periodic boundary conditions? Write down
corresponding expression.

Problem 8.3. Modify the program to compute the band structure of the PhC
with sinusoidal refractive index profile.

Problem 8.4. Modify the program to excite the radition by the delta-pulse.

Problem 8.5. Write the program to compute the band structure of 2D PhC
with square lattice.

Problem 8.6. Modify the program to use simple discreet Fourier transform
(write your own function) rahter than FFT.
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Photonic Crystal Waveguides

Summary. Chapter 9 is dedicated to photonic crystal waveguides, as they are one
of the crucial elements of the optical integrated circuits. Using PWE method compu-
tation of band structure and dispersion diagrams of 2D photonic crystal waveguides
is demonstrated. Peculiarities of PWE method as applied to 2D photonic crystal
waveguides are considered. In addition, to give an opportunity to compare photonic
crystal waveguides and conventional integrated optical waveguides, the basics of
planar waveguides are given at the beginning of the chapter. Finally, the original
Matlab-code for computation of dispersion diagram of 2D photonic crystal waveg-
uides is presented at the end of the chapter along with the problems and questions
for self-training.

9.1 Conventional Planar Waveguides

Guiding effect in integrated optical waveguides is achieved by surrounding
the core with a lower refractive index cladding. If refractive index decreases
gradually away from the axis, waveguide is called graded-index waveguide.

Waveguides for integrated optics are usually made of transparent dielectric
materials like glass or semiconductors like GaAs or InP . Symmetric slab
waveguide and strip waveguides are of particular interest, serving as simple
models for the waveguiding regions of optoelectronic integrated circuits or
semiconductor lasers.

The slab waveguide forms a starting point for the development of inte-
grated optical circuits which concern mainly three or more different media
and have more than two interfaces between the media. Due to the importance
of slab waveguides for understanding the principles of operation of the inte-
grated optical devices, we will start as in case of photonic crystal fibers, with
basic mathematical and physical points related to radiation propagation in
conventional slab waveguides.
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9.1.1 Guided Modes in a Slab

To start considering the radiation propagation in PhC waveguides, it is
reasonable before to consider the principles of mode formation and propaga-
tion in conventional slab waveguides. Modal properties of the slab waveguides
can be derived using geometric optics approach since they are represented
by a simple structure. Let us consider the light propagation inside a simple
step-index slab waveguide.

Under plane wave excitation of a slab waveguide, the waveguide mode
is formed only, if the phase angle is kept constant after each consecutive
reflection from the waveguide walls. This condition leads to the characteristic
equation of the form

− 2k1d sin θ1 + Φ10 + Φ12 = −2mπ. (9.1)

Here k1 is the wave vector, d the thickness of the slab, and Φ10 and Φ12 are
phase shifts. This equation defines the value of angle θ1 which corresponds to
the specific slab mode. The homogeneous plane wave propagating on zigzag
way under such an angle forms the slab mode.

Phase shifts Φ10 and Φ12 depend on the plane wave polarization and can
be obtained via analysis of the boundary conditions using methods of geomet-
rical optics. To do that, it is convenient to represent the homogeneous plane
wave incident on the interface of two media with different refractive indices as
a composition of two waves with transversal electric and transversal magnetic
polarizations. In a slab these waves form slab modes. That is why slab modes
have different polarizations. If magnetic component H of the plane wave is
parallel to the incidence plane, we have H or TE (transverse electric) mode
and that mode has only one component in propagation direction, Hz. Corre-
spondingly, if electric component E is parallel to the incidence plane, it leads
to an electric E or TM (transverse magnetic) mode.

Boundary condition is illustrated in Fig. 9.1, where wave vector k = β− jα
in lossless (α = 0) medium and its longitudinal kz and transversal kx compo-
nents in both media are depicted in consistent with the description given in
Chap. 2.

Fig. 9.1. Wave vector components on the boundary for TM wave
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Boundary condition require continuity of the tangential components at the
interface (k1z = k2z at x = 0) [223]. The incident wave vector k1 in 2D case
has components

k1x = k1 sin θ1, k1y = 0, k1z = k1 cos θ1 (9.2)

with k1 · k1 = k2
1x + k2

1z = k2
1 = ω2n2

1ε0μ0. Hence, for reflected and refracted
waves we should have the same z-component k2z = k1z, and it is obvious that

k2 · k2 = k2
2x + k2

2z = k2
2 = ω2n2

2ε0μ0, where k2z = k2 cos θ2. (9.3)

Amplitudes of the transmitted and reflected waves may be obtained af-
ter matching of the tangential components on the interface. In case of TM
polarized incident wave the following components:

Hy1 and Ez1 = − k1

ωε0n2
1

Hy1 sin θ1,

must be added to the components of the reflected wave

Hyr and Ezr =
k1

ωε0n2
1

Hyr,

and the result must be set equal to the refracted wave components

Hy2 and Ez2 = − k2

ωε0n2
2

Hy2 sin θ2.

Then boundary conditions can be written as follows:

Hy1 + Hyr = Hy2, (9.4)

Ez1 + Ezr = Ez2. (9.5)

From these equations, it follows the reflection coefficient r which is equal to the
quotient of amplitudes of the reflected and incident waves, and transmission
coefficient t which is equal to the quotient of amplitudes of the refracted and
incident waves.

Expressing both coefficients through the wave admittance for the incident
and refracted waves [223] we can write

rH =
n2

2k1x − n2
1k2x

n2
2k1x + n2

1k2x
, tH =

2n2
2k1x

n2
2k1x + n2

1k2x
. (9.6)

These expressions show the dependence of the reflection and transmission
coefficients from the normal components of the wave vector and the refractive
index.
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Similar analysis of TE polarization case gives us the following expressions
for the reflection and transmission coefficients

rE =
k1x − k2x

k1x + k2x
, tE =

2k1x

k1x + k2x
. (9.7)

Here we do not have dependence on the refractive index. Both coefficients
for TE polarization are defined by normal components only.

In ordinary case of wave transmission through the interface, when incident
optical power is divided into equal parts, we have real coefficients for both t
and r. In case of wave propagation in more dense medium n2 < n1 with
total reflection effect, the refracted wave has θ2 = 0 and k2x = 0. Then the
reflection coefficient r is increased up to 1. Under incident angles smaller than
critical angle we have kz = k1 cos θ1 > k2 and from (9.3) it follows:

k2
2x = k2

2 − k2
z < 0.

Thus as of θ1 = θ1c and k2x = 0 the normal component of the wave vector
of the second medium k2x becomes imaginary for angles θ1 < θ1c. Because
k1x is real and k2x is negative imaginary, the reflection coefficient will have
an amplitude equal to that one for θ1 = θ1c and will be imaginary with phase
angles

ΦE = 2arctan
(

j
k2x

k1x

)
, ΦM = 2arctan

(
j
n2

1k2x

n2
2k1x

)
. (9.8)

Such a total reflection takes place for all 0 < θ1 < θ1c. Reflected wave has the
same amplitude as incident wave, but it also has a phase shift ΦM and ΦE.

Superposition of incident and reflected waves with equal amplitudes forms
a standing wave in x-direction in the medium 1 with corresponding transver-
sal wave number k1x. The wave vector has real component in medium 2
k2z = β = k1 cos θ1 and imaginary x-component k2x = −jαx. Therefore,

Fig. 9.2. The wave amplitude (solid line) distribution and phase planes (dashed
lines) on the border between two media in case of total reflection of the incident
wave
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nonuniform plane wave propagates in z-direction and has a plane phase front
transversal to that direction. The field decays exponentially in transversal di-
rection with attenuation constant αx. Such a transversally attenuated wave
carries the optical power only in longitudinal direction z. The wave amplitude
distribution and phase planes are shown in Fig. 9.2.

9.1.2 Characteristic Equations

Solution for TE mode can be found by substituting the phase shift ΦE from
(9.8) into (9.1). It give us the following equation:

arctan
(

j
k0x

k1x

)
+ arctan

(
j
k2x

k1x

)
= dk1 sin θ1 − mπ.

To simplify (9.1), let us introduce new variables for transversal components
of the wave vector inside the slab u = k1xd = dk1 sin θ1. For decaying field
outside the slab the wave vector is complex and transversal component must
be imaginary. Therefore, we introduce v = jk2xd for substrate (medium 2)
and w = jk0xd for upper area (medium 0). After that we obtain simple char-
acteristic equation also known as dispersion equation

arctan
( v

u

)
+ arctan

(w

u

)
= u − mπ or tan (u) =

u (v + w)
u2 − vw

. (9.9)

Last equation has no mπ.
Dispersion equation for TM mode is very similar:

tan (u) =
n2

1u
(
n2

0v + n2
2w

)
n2

0n
2
2u

2 − n4
1vw

. (9.10)

New parameters u, v, w describe transversal phase and attenuation constants
inside the slab, substrate, and the space above the slab, respectively. They are
limited by longitudinal components of the wave vector kz = β which describes
field dependence along the propagation direction, and by the wave number in
each medium k0,1,2 (k0 = 2π/λ0 in air and k1,2 = n1,2k in media). The
real values of β obtained from eigenvalue equations represent phase con-
stants of propagating slab modes and describes mode propagation along the
waveguide.

Taking into account the connection between components of the wave vector
k2
1 = k2

1x + k2
1z (see Fig. 9.1) we can write k1x = (k2

1 − k2
1z)

1/2 = (k2
1 −

β2)1/2, where β represents phase constant of the slab mode (medium 1). In
the same way transversal components can be written for other areas k2x =
(k2

2 − k2
2z)

1/2 = (k2
2 − β2)1/2, and then combine it with formulae for new

variables u = k1xd, v = jk2xd, w = jk0xd to obtain a set of equations for new
variables u, v, w
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u

d
= k1x =

(
k2
1 − β2

)1/2
,

v

d
= jk2x =

(
β2 − k2

2

)1/2
,

w

d
= jk0x =

(
β2 − k2

0

)1/2
.

(9.11)

Shown characteristic equation (9.9) or (9.10) together with (9.11) form
solution for the slab mode. This solution corresponds to m values which satisfy
(9.1), which may have therefore different solutions depending on m. Depending
on index m and polarization (H or E) we obtain Hm or Em modes as a solution.
The set of these equations are transcendental eigenvalue equations, which may
be solved numerically.

9.2 Weakly Guiding Slabs

9.2.1 Graphical Solution of Characteristic Equation

For most of practical cases even a little difference between n1 and n2 is enough
to achieve the waveguiding effect. This is case of so-called weakly guiding slabs.
The critical angle for them is given by the formula:

sin θ2c =

(
n2

1 − n2
2

)1/2

n1
. (9.12)

The effect of total internal reflection in those slabs is observed in the
narrow range of angles only. Due to small optical contrast, the characteristic
equations can be simplified by neglecting the variable w in (9.9) and (9.10).
After this simplification (uv 
 w) we have a common equation for both Hm

and Em waves:
v = −u · cot(u). (9.13)

Equation (9.13) has neither w parameter nor refractive index n, and gives
two solutions for each value of index m. This situation is known as degeneracy.
Each solution in such waveguide corresponds to both Hm and Em waves.

The characteristic equation for weakly guiding slabs can be solved graphi-
cally as shown in Fig. 9.3. In this case only the first quadrant should be taken
into account, since only positive solutions have a physical meaning. One series
of curves is given by (9.13).

Using formulas u = k1xd = dk1 sin θ1 and v = jk2xd, where k1 = n1k0,
k2 = n2k0, k0 = 2π/λ0, and taking into account (9.11) the second relation for
v(u) can be written as follows:

u2 + v2 = (k1xd)2 + (jk2xd)2 = d2
(
k2
1 − k2

2

)
,

which represent a circle u2 + v2 = d2
(
k2
1 − k2

2

)
with a radius V
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Fig. 9.3. The variation of V (dash-dotted curve) and cotangent (dashed curve) as
function of u. A circle of radius V determines the propagation constants of the
optical waveguide

V =
2πd

λ

√
n2

1 − n2
2. (9.14)

Intersection points represent solutions of the eigenvalue problem. Each of
them corresponds to two slab modes. Transversal parameters u, v describe
the transversal mode distribution (u is the phase parameter, and v is the
transversal attenuation parameter) and are dependent on V only.

9.2.2 bV Diagram: Modal Field Distribution in a Slab Waveguide

The main practical interest receives not the transversal parameters of the
wave, but the phase constant β which describes longitudinal mode distribu-
tion. To include many wave and slab parameters into analysis of the longitu-
dinal wave behavior, the dimensionless propagation constant is introduced:

b =
β2 − n2

2k
2

(n2
1 − n2

2) k2
, (9.15)

where β = v2

V 2 is a longitudinal phase parameter, also known as V-dependent
phase by the analogy with fibers considered above. Using these parameters it
is convenient to represent mode characteristics in form of bV diagram shown
in Fig. 9.4. Mode propagation is prohibited at V < π

2 in weakly guided slabs.
This value of V is known as mode cutoff. Therefore, when we have the cutoff
V = π

2 , b = 0, β = n2k, the physical meaning of these expressions is the
following. In case of cutoff, a mode will propagate not as guided mode but
as substrate mode with substrate phase constant. Parameter v = V

√
b will

be equal to zero, because transversal phase parameters u, v are equal to π
2 .

Thus, exciting such a mode leads to homogenous field distribution inside the
substrate since v = 0.
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Fig. 9.4. bV diagram. The variation of the normalized constant b as a function of V

Since V increases from V = π
2 , the cross-point in Fig. 9.4 corresponds

to the situation when lower solution of the characteristic equation will be
moved along the first curve starting from π

2 . Constant v will increase as well,
and converges asymptotically towards V . Simultaneously u → π, b → 0. This
means, that slab modes will propagate far from cutoff with wave number
corresponding to slab one n1k. Increasing of v denotes case when the field
has less penetration into the substrate. The closer the u to π, the more field
concentrates inside the slab. Since w > v, a mode field decays stronger within
the area above the slab than within the substrate. As V increases, we obtain
a new pair of modes. The mode order m shows a number of zero points within
the mode distribution inside the slab.

Modal field distribution in slab waveguide is demonstrated in on inser-
tions in Fig. 9.4, where three first guided modes are shown for the same slab.
It is evident that all those modes have different values of the normalized fre-
quency V . Guiding process and existing of modes with different order can be
illustrated by the example [245], when the standing wave exists in the slab
and periodically changes its order depending on different order of phase co-
incidence on the slab interfaces or on slab thickness. The modes depicted in
Fig. 9.4 are called guided modes of the slab waveguide. They are propagating
without losses along the z-axis.

For each slab waveguide there may exist a limited number of slab modes
at the specific wavelength λ (solutions of (9.1)). If V = (2m+1)π

2 , then a slab

will guide M = (2m + 2) modes (Em,Hm) with order of m =
(

V
π

)
− 1

2
. The

total number of modes in the slab is a maximum integer number, which is
less than M = V

π + 1 for V > π
2 .
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9.3 Kinds of PhC Waveguides

Now, when description of conventional planar waveguides is given, we can start
describing the PhC waveguides to have an ability to compare their properties
and select between waveguides of two types.

In contrast to conventional planar waveguides, where the waveguiding ef-
fect is achieved due to the total internal reflection, the PhC waveguides are
represented by a set of optically connected defects. As it was shown in Chaps. 4
and 5, one of main properties of the PhC is the possibility of light localization
inside the defects of the periodic structure, so forming the row of defects in
the PhC provides waveguiding effect.

The waveguide may be formed in both 2D and 3D PhCs by removing, for
instance, one or several rows of elements, thus creating the waveguide area. In
case of 2D PhC there is a designation which allows to determine the number of
elements’ rows removed from the structure. The designation Wn or WGn says
that n rows were removed to form the waveguide. For example, designations
W1/WG1, W2/WG2, and W3/WG3 tell that 1, 2, or 3 rows of elements are
removed. Those examples are shown in Fig. 9.5. 3D PhC waveguides, however,
do not have such a characterization, because the cross section of such waveg-
uides may vary in wide range depending on PhC lattice type, the number of
rows removed in each direction, etc. The 3D PhC waveguide may even have
asymmetrical cross section allowing light flow within waveguide cross-section
direction. The examples of cross sections of 3D PhC waveguides are depicted
in Fig. 9.6. Possible applications for the waveguides with such cross sections
are the following: simple 3D waveguide (Fig. 9.6a), polarization-maintained
waveguides (Fig. 9.6b), waveguides with special profile providing peculiar in-
teraction between radiation and embedded elements (Fig. 9.6c,d).

Here we will concentrate the attention mostly on 2D PhC waveguides.
The reason is simplicity of models which are easier to understand and current
technological level which does not allow effective production of 3D PhCs with
embedded defects.

Fig. 9.5. 2D PhC waveguides with different width of waveguiding area: (a) W1,
(b) W2, (c) W3
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Fig. 9.6. Examples of 3D PhC waveguides cross sections

9.4 PWE Method for PhC Waveguides

In spite of apparent simplicity of the PhC waveguides, they actually possess
many peculiarities to be taken into account at the design stage such as mode
structure, dispersion, etc. Therefore, the design of the PhC waveguides starts
from the investigation of their characteristics.

The most important characteristic of the PhC waveguide is its dispersion
diagram. It allows to determine the waveguide modal properties, mode group
velocities as well as group velocity dispersion. The most popular method for
computation of such a characteristic is the PWE method. The method itself
does not differ from that used for band structure computation of the strictly
periodic PhC. However, the set of reciprocal lattice vectors the computation
is carried out for is selected in different way and some terminology is changed.
The PWE technique applied to PhC waveguides was briefly discussed in [205]
and [209].

Let us consider the computation of dispersion diagram. First, we consider
the case of 2D PhC waveguide. It is necessary to note that the 2D PhC waveg-
uide is not perfectly periodic structure in two directions since we introduced
the row of defects to form the waveguiding area. However, the waveguide is
still periodic along the row defect (see Fig. 9.7). If we draw a straight line di-
rected parallel to row of defects, the refractive index profile will be an infinite
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Fig. 9.7. Partial periodicity of PhC waveguide

periodic function. However, if we consider the transversal refractive index
profile, the index distribution will be represented by the periodic structure
with a defect. All these considerations should be taken into account when
computing the waveguide dispersion diagram.

Earlier, we considered separately the band structure computation of the
PhC and the PhC with defect. The unit cell of the perfectly periodic PhC
contains one period of the PhC only. On the other hand, the computation
technique for the defect assumes an infinite translation of the part of the
PhC containing the defect. In this case, the unit cell will be larger and will
contain several periods of the PhC. Now, when we have the waveguide, we
should combine these two cases to obtain a new unit cell. Such a cell will
be nonsquare as it is shown in Fig. 9.8. We now define the lattice vectors as
follows:

R = a1 + a2,
a1 = a · x,
a2 = 7 · a · y,

(9.16)

where a is the period of the 2D PhC, x and y are unit vectors in x and y
directions, respectively.

Now, using (4.17), we obtain primitive reciprocal lattice vectors which
finally has following form:

G = b1 + b2,

b1 = 2π
1
a
· x,

b2 = 2π
1

7 · a · x.

(9.17)
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Fig. 9.8. Unit cell and Brillouin zone illustration

The reciprocal lattice vector gives us the shape of the Brillouin zone which
is also depicted in Fig. 9.8. As we can see, the Brillouin zone is also nonsquare
and is rotated by 90◦ as related to the unit cell.

Main difference in computation technique as compared to perfectly pe-
riodic PhC consists in understanding of the meaning of wave vectors com-
ponents. Since radiation propagate within the waveguide direction while the
radiation confinement occurs in transversal direction, the wave vector is sep-
arated into two independent components. The first vector which is perpen-
dicular to the wave propagation direction is connected with the waveguide
dispersion relation. The absolute value of the wave vector component along
that direction is usually referred to as propagation constant and is usually
designated as β. Therefore, the computation should be carried out separately
for the propagation constant and for the transversal components of the wave
vector. At that, the computation process remains the same as for the mi-
crostructured fibers. The basic illustration of that redesignation of the wave
vector is shown in Fig. 9.8.

Now let us consider the variation limits for both components of the wave
vector. Since the structure is periodic and we have strictly defined Brilouin
zone, the wave vector should vary within its limits. If the wave vector exceeds
these limits, the solution repetition will take place so that it leads to increase of
computation time. This concerns both the longitudinal and transversal wave
vector components which also gives limitations for the set of propagation
constants considered.

Taking all these considerations into account we can start with computation
of the dispersion diagrams of the waveguide. Here, the computation is carried
out in two stages.
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The first stage is computation for transverse component of the wave
vector. Within this stage, the propagation constant stays unchanged. The
computation process at this stage is very similar to that one for a simple
periodic PhC as shown in Chap. 5. There are, however, two differences; the
first one is the set of wave vectors the computation is carried out for. Here, the
set is represented by a single line which is perpendicular to the propagation
direction and shifted in this direction by the value of the propagation con-
stant as shown in Fig. 9.8. The second difference is the set of reciprocal lattice
vectors. Earlier, we considered the band structure computation for structures
which dimensions in all directions were equal. The reciprocal lattice vectors
in this case had also an equal number of elements in all directions. However,
since the waveguide’s unit cell has lattice vectors like (9.16), definition of the
set of reciprocal lattice vectors as previously is not allowed. We can simply
validate this. For this, we synthesize the PhC waveguide from plane waves
with coefficients obtained in Chap. 5. As shown in Fig. 9.9 the synthesis from
the set with equal dimensions gives very draft image, so a very large number
of plane waves is required to achieve satisfactory quality. On the other hand,
the synthesis from the set, the dimensions of which relate to dimensions of
the unit cell, gives good results even in case of low number of plane waves.

There is one more peculiarity when computation is carried out for the
waveguide on the basis of hexagonal PhC. The unit cell of such a waveguide is
no longer hexagonal as it was used in the case of perfectly periodic structure.
Since we separated the wave vector by transversal and longitudinal compo-
nents, the unit cell should be rectangular. This may be done by definition of
the unit cell as shown in Fig. 9.8.

As a result of the first computation step, we have the eigen-states of the
waveguide at some specific value of the propagation constant (see Fig. 9.10a).
We can see several “plane” bands which correspond to the defect eigen-states
and marked as bold in the figure.

At the second stage, we vary the propagation constant within the limits of
the Brillouin zone which highest boundary is determined from the size of the
unit cell along the waveguide direction using the relation π/aWG. We carry
out the computation of the eigen-states for each propagation constant in the
range as shown in the first stage.

Fig. 9.9. Fourier-synthesis of the PhC waveguide using square (a) and non-square
(b) set of reciprocal lattice vectors
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Fig. 9.10. Band structure (a) and dispersion diagram (b) of the PhC waveguide

After the computation is completed, we analyze the band structures ob-
tained at each propagation constant. The most time-effective way of such
a characteristic computation is finding the eigen-states at single point of
the Brilluoin zone. Since the defect eigen-frequency does not depend on the
transversal component of the wave vector, the result will have satisfactory
precision. Plotting the eigen-frequencies areas as a dependence of the wave
vector gives the dispersion diagram of the waveguide.

Thus, we have obtained the dispersion diagram of the waveguiding struc-
ture. However, the analysis of such a characteristic is quite complicated since
we do not know which frequencies will be localized inside the waveguide and
which will flow out. An additional computation is usually required to complete
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the analysis, namely, computation of the dispersion diagram of the defectless
PhC. This characteristic gives the information about the continuum of states
of the PhC surrounding the waveguide. The computation may be performed
by the means of the method used for reduced band structure computation.
Namely, the band structure computation is carried out at each value of propa-
gation constant. Then, the information about forbidden and allowed frequen-
cies is plotted as a dependence of the propagation constant. The typical result
of such a computation is shown by filled areas in Fig. 9.10b.

9.5 Analysis of the Dispersion Diagram

Now, when dispersion diagram is obtained, its detailed analysis should be
made to uncover all physical meanings of the waveguide eigen-states. First,
the attention should be paid to the filled areas in Fig. 9.10b the continuum of
states of the perfectly periodic waveguide. All the radiation i.e., the frequency
and wave vector of which hit these areas will be able to propagate inside
the PhC surrounding the waveguide. Therefore, such radiation will not be
localized inside the waveguiding area.

The second conclusion which can be made from the dispersion diagram is
the presence of the eigen-states inside the bandgap of the PhC. As we know,
these eigen-states appear due to the introduction of the defect into the periodic
structure. However, the eigen-frequency of the defect levels strongly depends
on the propagation constant. This causes group velocity dispersion effects
when radiation propagates over the waveguiding area. The dispersion diagram
allows to obtain both group velocity and group velocity dispersion. The group
velocity of the mode is determined as first derivative of the dispersion curve
over the wave vector

vg =
dω(k)

dk
. (9.18)

The group velocity dispersion is determined as the second derivative of the
dispersion relation over the wave vector.

σg =
d2ω(k)

dk2
. (9.19)

Special case should also be considered, when we have the eigen-state which
is not a defect state but it allows the radiation to be localized within the
waveguiding area at some specific value of the wave vector. This case is also
known as total internal reflection guiding in the PhC waveguide and it is
similar to that one described in Chap. 7 for microstructured fibers. As an
example, we consider the first waveguide eigen-state in Fig. 9.10b. It is seen
that this eigen-state lies outside the continuum of states so that the radiation
with such a frequency and wave vector will not propagate inside the cladding
PhC while the radiation with the same frequency but lower wave vector will
flow out of the waveguide.
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Now we can analyze the field distribution inside the waveguide to illustrate
the light localization inside the waveguiding region and investigate the field
configuration.

As we have found earlier, the mode field of the defect eigen-states is con-
centrated inside the waveguiding area unless its frequency falls at continuum
of states. We can validate this statement by computation of the mode field
distribution by means of method used for microstructured fibers. Using (7.33)
we can obtain the field distribution within the period of the waveguide (here
period refers to that one along the propagation direction). Translating the
field distribution gives the picture over several periods. The field distribution
examples are shown in Fig. 9.11 in accordance to the specific wave vectors
and the numbers of the eigen-states. As an example, the picture gives the
field distribution of the mode falling at the continuum of states (Fig. 9.11f);
we can see the field propagated through the PhC cladding so no localization
appears. Figure 9.11b–e depict the modes field distributions at propagation
constant values ky = 1/a and ky = 1.7/a. Investigating the field distribution,
we can classify the modes of the PhC waveguides as even and odd modes.
The even mode has even number of equal magnitude field distribution max-
ima in transverse direction (Fig. 9.11c,d). The odd mode, respectively, has odd
number of maxima (Fig. 9.11b,e). Field distribution computation at different
propagation constants indicates the fact that we have two different eigen-
states which cross at wave vector ky = 1.5/a. After crossing, the eigen-states
are separated by frequency again. It should also be noted that even modes
have lower group velocity than odd modes. This may be proved by using
(9.18).

Now let us consider the field distribution of the mode propagating due to
the total internal reflection effect. We earlier found out that the first eigen-
state satisfies this condition. The field distribution of such a mode is shown
in Fig. 9.11g. It is obvious that the field of the mode with the same frequency
but lower wave vector will penetrate inside the PhC cladding since it falls at
continuum of states. This means that the mode will not be localized.

The influence of the waveguide width on its modal properties should also
be considered. The larger the waveguide width is, the larger the number of
modes allowed for propagation inside the waveguide is. This is very similar
to the situation with ordinary planar waveguides. The dispersion diagrams
of the waveguides with different width of the guiding area, namely, W1, W2,
and W3 are depicted in Figs. 9.10b and 9.12a b, respectively. It is seen that
even in the simplest case of the W1 waveguide, there are two defect eigen-
states possessing similar frequency, but different wave vectors. In case of larger
waveguides, the number of modes propagating at similar frequency is growing.
Since we determine the group velocity from the (9.18) we can see that all these
modes propagate with different velocities so that the intermodal dispersion
grows with waveguide width.

Concluding this section, we can mention that the PhC waveguide design
problem is very complex and it includes a number of different characteristics



9.5 Analysis of the Dispersion Diagram 193

0 0.5 1 1.5 2 2.5 3
x 106

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35a

Propagation constant, m−1

Fr
eq

ue
nc

y 
(ω

a/
2π

c)

1
2

3

4

5
6

b c

d e

f g

Fig. 9.11. Modes field distribution of the PhC waveguide at different propagation
constants and eigen-frequencies



194 9 Photonic Crystal Waveguides

0 0.5 1 1.5 2 2.5 3
x 106

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Propagation constant, m−1

Fr
eq

ue
nc

y 
(ω

a/
2π

c)

a

0 0.5 1 1.5 2 2.5 3
x 106

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Propagation constant, m−1

Fr
eq

ue
nc

y 
(ω

a/
2π

c)

b

Fig. 9.12. Dispersion diagrams of W2 (a) and W3 (b) waveguides

to be taken into account which, in turn, depend on different PhC waveguide
parameters. However, when all of them are considered, the waveguide can be
configured with high accuracy.

9.6 FDTD Modeling of the PhC Waveguides

In all the chapters we computed characteristics of the PhC waveguides by
means of the PWE method. This method allows computation of dispersion
characteristics and gives us an idea of modes of field distribution. How-
ever, final stage of a device design requires field distribution and spectrum
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computation within specific conditions to approve the correctness of selected
parameters of the structure. The best choice in this case will be FDTD mod-
eling which was validated in Chap. 6 by comparing with experimental results.

Now we proceed with computation of the transmittance spectra of three
PhC waveguides with different lengths. All the waveguides in which the
computation is carried out for have the following parameters: the lattice
type is hexagonal; the cladding PhC period a = 0.37 μm; the holes radius
r = 0.12 μm; the refractive index of the background material n = 3.47; and
the guiding area is formed by one missing row of holes which gives us W1
waveguide.

The transmittance spectrum is computed by launching wide-spectrum
pulse to the waveguide and measuring the structure response. Detailed ex-
platation of this method of spectrum comptation is given in, Sect. 6.6 and,
therefore, it is not discussed here.

Here we computed the spectra for the PhC waveguides the length of which
varies from 11 periods to 44 periods. The computation results are presented
in Fig. 9.13b–d. Corresponding dispersion diagram of the wavegudie is shown
in Fig. 9.13a. In this figure we have normalized both the frequency and the
propagation constant axes which makes results scalable and applicable to the
waveguides design problems.

Let us analyze the transmittance spectra. We may first pay attention to
the agreement between the waveguide eigen-states and the transmittance. As
follows from our earlier discussion, the radiation localization inside the guid-
ing area appears when the radiation frequency corresponds to the waveguide
eigen-state. Due to this, the radiation with frequency inside the continuum of
states penetrates to the cladding and form leaky mode. On the other hand,
the radiation with frequency within the PhC bandgap, takes the wave vector
of corresponding eigen-state and is guided by the structure. Particularly, we
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can mention two large guided frequency range, namely, from approximately
0.02 to 0.16 and from 0.21 to 0.29. The first range corresponds to TIR-guiding
principle since the the first eigen-state does not lie inside the PBG. The radi-
ation which corresponds to the second wide transmittance range is localized
due to the defect eigen-state inside the PBG. As we can see, we have two eigen-
states inside the PBG and, as follows from earlier analysis these eigen-states
correspond to the even and odd modes.

The transmittance spectrum also has two narrow peaks which actually
appear for different reasons. These peaks cover ranges from 0.173 to 0.182
and from 0.185 to 0.195. As we can see, the first one appears due to presence
of two eigen-states which partially lie outside the continuum of states (within
the range of β · a from 3 to 3.14). The second peak appears due to leaky
modes and does not correspond to any of eigen-states outside the continuum
of states.

The guided modes may easily be separated from the leaky ones by inves-
tigating the waveguides of different lengths. As we can see from Fig. 9.13b to
d, the modes which were previously identified as guided modes become more
clear when the length increases. On the other hand, the peak corresponding
to the leaky modes which may actually be transmitted by the waveguide to
a short distance (about tens of microns), becomes lower with the waveguide
length.

Thus, we have have compared two characteristics of the PhC waveguides
which were obtained by the means of different methods. These characteristics
appeared to be in full correspondence with each other which proved the pos-
sibility to use the dispersion characteristics for the analysis and design of the
PhC waveguides and devices on their basis.

9.7 Summary

1. The slab waveguide is represented by the uniform optical medium the
refractive index of which is lower than the one of surrounding medium.
The waveguiding effect is possible due to total internal reflection.

2. Modal properties of the slab waveguide may be determined by the solution
of eigenvalue problem.

3. The PhC waveguide is represented by the set of optically connected de-
fects. Due to peculiar properties of photonic crystals, the light within
specific frequency range will be localized inside the waveguide.

4. The dispersion diagram is the most important one for determination of
modal and dispersion properties of the PhC waveguide.

5. The dispersion diagram can be computed by the means of PWE method.
6. The guiding modes are subdivided by two categories, namely, even and

odd modes. The kind of mode depends on what number of maxima,
namely, even or odd, transversal field distribution of the mode possesses.
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9.8 MATLAB Program for Computation of Dispersion
Diagrams of 2D PhC Waveguide

function PhC_waveguide
%The program for the computation of the dispersion
%characteristic of the PhC waveguide based upon 2D
%PhC with square latice. Parameters of the structure
%are defined by the PhC period, elements radius, and
%by the permittivities of elements and background
%material. In contrast to pure PhC, the waveguide is
%also defined by the number or the elements in
%direction transversal to radiation propagation as
%well as by the number of elements missed to form
%the defect.

%Main part of the program is implemented as a
%function because it should be run two times, namely,
%for the structure with and without defect. At first
%run, the function computes the defect eigen-states
%and at the first run it compute the continuum of
%states of the PhC.

%Input parameters: PhC period, radius of an
%element, permittivities, number of elements in
%transversal direction, defect size

%Output data: The dispersion diagram of the
%2D PhC waveguide.

clear all;

%The variable a defines the period of the structure.
%It influences on results in case of the frequency
%normalization.
a=1e-6;

%The variable r contains elements radius. Here it is
%defined as a part of the period.
r=0.4*a;

%The variable eps1 contains the information about
%the relative background material permittivity.
eps1=9;
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%The variable eps2 contains the information about
%permittivity of the elements composing PhC. In our
%case permittivities are set to form the structure
%perforated membrane
eps2=1;

%Variable numElem defines the number of PhC elements
%in direction transversal to radiation propagation
numElem=7

%Number of holes missed
numDef=1

%Setting transversal wave vector to a single value
kx=0;

%Callint the function to copmpute the defect
%eigen-states. With this, we obtain the eigen-states
%of the linear defect
PWE(a, r, eps1, eps2, numElem, numDef, kx, ’b’, 1);

numElem=1;
numDef=0;
%Setting transversal wave vector to a range of
%values within Brillouin zone
kx=0:(pi/a)/200:pi/a;

%Callint the function to copmpute the eigen-states
%of bulk PhC. This action fills the area of the
%continuum of states giving the possibility to
%analize the dispersion diagram
PWE(a, r, eps1, eps2, numElem, numDef, kx, ’r’, 3);

function PWE(a, r, eps1, eps2, numElem,...
numDefect, kx_param, color, linewidth)

%The function implements the PWE method for 2D PhC
%The inputs are structure geometry and parameters,
%the number of transversal elements of the waveguide,
%the number of holed missed to form the defect and
%the transversal wave vectors set

%Computation precision parameters are set inside the
%function
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%The variable precis defines the number of k-vector
%points between high symmetry points
precis=15;

%The variable nG defines the number of plane waves.
%Since the number of plane waves cannot be
%arbitrary value and should be zero-symmetric, the
%total number of plane waves may be determined
%as (nG*2-1)^2
nG=2;

%The variable precisStruct defines contains the
%number of nodes of discretization mesh inside in
%unit cell
%discretization mesh elements.
precisStruct=30;

%The following loop carries out the definition
%of the unit cell. The definition is being
%made in discreet form by setting values of inversed
%dielectric function to mesh nodes.
for n=0:numElem-1
nx=1;
for countX=-a/2:a/precisStruct:a/2
ny=1;
for countY=-a/2:a/precisStruct:a/2

%Following condition allows to define the circle
%with of radius r

if((sqrt(countX^2+countY^2)<r)&&(n>=numDefect))
%Setting the value of the inversed dielectric
%function to the mesh node

struct(nx+precisStruct*n,ny)=1/eps2;
%Saving the node coordinate

xSet(nx+precisStruct*n)=countX+a*n;
ySet(ny)=countY;
else
struct(nx+precisStruct*n,ny)=1/eps1;
xSet(nx+precisStruct*n)=countX+a*n;
ySet(ny)=countY;
end

ny=ny+1;
end
nx=nx+1;

end
end
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%The computation of the area of the mesh cell. It is
%necessary for further computation of the Fourier
%expansion coefficients.
dS=(a/precisStruct)^2;

%Forming 2D arrays of nods coordinates
[xMesh yMesh]=meshgrid(xSet(1:length(xSet)),...

ySet(1:length(ySet)));

%Transforming values of inversed dielectric function
%for the convenience of further computation
structMesh=(struct(1:length(xSet),1:length(ySet))*...
dS/((max(xSet)-min(xSet))*(max(ySet)-min(ySet))))’;

b1=[2*pi/a 0]./numElem;
b2=[0 2*pi/a];

%Defining the k-path within the Brilluoin zone. The
%k-path includes all high symmetry points and precis
%points between them

kx0(1:precis+1)=zeros(1,precis+1);
ky(1:precis+1)=0:b2(2)/2/precis:b2(2)/2;

%After the following loop, the variable numG will
%contain real number of plane waves used in the
%Fourier expansion
numG=1;

for Gx=-nG*numElem:nG*numElem
for Gy=-nG:nG
G(numG,1)=Gx*b1(1)+Gy*b2(1);
G(numG,2)=Gx*b1(2)+Gy*b2(2);
numG=numG+1;
end
end
%The next loop computes the Fourier expansion
%coefficients which will be used for matrix
%differential operator computation.
for countG=1:numG-1
for countG1=1:numG-1
CN2D_N(countG,countG1)=sum(sum(structMesh.*...

exp(1i*((G(countG,1)-G(countG1,1))*xMesh+...
(G(countG,2)-G(countG1,2))*yMesh))));

end
end
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%The next loop computes matrix differential
%operator in case of TE mode. The computation
%is carried out for each of earlier defined
%wave vectors.
for kx_count=1:length(kx_param)
kx=kx0+kx_param(kx_count);

for countG=1:numG-1
for countG1=1:numG-1
for countK=1:length(kx)
M(countK,countG,countG1)=...

CN2D_N(countG,countG1)*...
((kx(countK)+G(countG,1))*...
(kx(countK)+G(countG1,1))+...
(ky(countK)+G(countG,2))*...
(ky(countK)+G(countG1,2)));

end
end
end

%The computation of eigen-states is also carried
%out for all wave vectors in the k-path.
for countK=1:length(kx)
%Taking the matrix differential operator for
%current wave vector.
MM(:,:)=M(countK,:,:);
%Computing the eigen-vectors and eigen-states of
%the matrix
[D V]=eig(MM);
%Transforming matrix eigen-states to the form of
%normalized frequency.
dispe(:,countK)=sort((sqrt(V*...

ones(length(V),1)))*a/2/pi);
end

figure(1);
hold on;
for u=1:15
plot(ky,abs(dispe(u,:)),color,...

’LineWidth’,linewidth);
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end
ylabel(’Frequency \omegaa/2\pic’,’FontSize’,20);
xlabel(’Propagaion constant \beta, m^{-1}’,...

’FontSize’,20);
drawnow;
end

The computation technique used for implementation of the PWE method
for the PhC waveguide is very similar to the one used for the computation of
the band structure of strictly periodic PhC. There are, however, some essential
differences in the structure parameters definitions. First, here the unit cell
consists of several PhC elements rather than one. The defect of the periodic
structure is also introduced to form the waveguiding area.

Another difference appears when we are defining the k-path. In case of 2D
PhC band structure computation, we set the k-path to pass through all high
symmetry points of the Brillouin zone. However, as we have considered in this
chapter, computation of the PhC waveguide eigen-states requires transversal
wave vector consideration only. The longitudinal component stays in this case
for the propagation constant. In present the program, however, we consider
the defect eigen-states computation. As we have seen in Chap. 5, the defect
eigen-frequency does not depend on the wave vector so we can limit the con-
sideration by a single value of the wave vector. Here we selected the point
k = 0. However, the propagation constant here is limited by the boundaries
of the Brillouin zone.

One more difference from strictly periodic PhC is the definition of the re-
ciprocal lattice vectors set. In Sect. 9.4 we considered this step in detail. As we
have seen, we cannot select the set of the reciprocal lattice vectors in which
dimensions are equal. Therefore, here the size of the set in propagation direc-
tion is numElem times smaller than that in transversal direction. However,
the set still remains zero-symmetric.

The rest of computation process is similar to one of the strictly periodic
PhC. As a result of computation, we obtain the set of bands (blue lines in
Fig. 9.14). Several of them are in the defect states. However, to separate the
defect states from the continuum of states, it is necessary to carry out the
same computation for the defectless PhC and plot the results over the defect
eigen-states (red areas in Fig. 9.14). That is why the function PWE is running
twice. First time it is for the structure with defect but for single value of the
transversal wave vector. The second time, the function is running for defectless
structure and scans over all transversal wave vectors within Brillouin zone.



9.9 Problems and Questions 203

0 0.5 1 1.5 2 2.5 3
x 106

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

F
re

qu
en

cy
ω

a
/2

πc

Propagaion constant β, m
−1

Fig. 9.14. Results of the program. The dispersion diagram of the W1 PhC
waveguide

9.9 Problems and Questions

Problem 9.1. Formulate the phase conditions for guided mode in slab waveg-
uide from the point of view of geometry optics.

Problem 9.2. Which waveguides are referred to as weakly guided?

Problem 9.3. What is the critical angle? Write down the formula for the
critical angle for weakly guiding waveguide.

Problem 9.4. What the designation “W3” means for PhC waveguide?

Problem 9.5. Write down primitive lattice vectors for the W1 PhC waveg-
uide with PhC hexagonal lattice and period a = 0.5 μm.

Problem 9.6. Calculate the reciprocal lattice primitive vectors for the W1
PhC waveguide with PhC hexagonal lattice and period a = 0.5 μm.

Problem 9.7. Modify the program to compute the continuum of states of
the PhC waveguide cladding.

Problem 9.8. Modify the program to compute the eigen-states of the PhC
waveguide on the basis of hexagonal lattice.
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Application for Design and Simulation
of Optical WDM Demultiplexer

Summary. The last chapter is intended to demonstrate a simple example of the
PhC device which would include the knowledge and skills obtained in the earlier
chapters. The example of the design and simulation of optical WDM demultiplexer
is given in this chapter, which is one of the crucial elements of fiber-optical com-
munication systems used for spatial separation of optical channels. We show the
design of 2D PhC DEMUX presented by 2D waveguide splitter with introduced
wideband filters. Design was carried out by PWE method which provided computa-
tion of PBG maps and PhDOS maps. As a result, the values of DEMUX parameters
were obtained. The design results were approved by the FDTD simulation of optical
field distribution inside the device as well as temporal response. Finally the original
Matlab-code for computation of PBG maps of the PhC is presented at the end of
the chapter, along with problems and questions for self-training.

10.1 Problem Formulation

One of the most known techniques for data compression when dealing with
the optical information carrier is wavelength division multiplexing (WDM).
In this technique the information transmitting over the fiber or waveguide
is separated over several information channels. Each channel is presented by
modulated laser beam with a specific wavelength. All the channels are gath-
ered to a single guiding media and transmitted to the destination point. At
the end of transmission line channels are separated by the wavelength and
processed in some way.

Main device in WDM system is multiplexer/demultiplexer (MUX/DEMUX)
which is usually used both for gathering and separation of channels. Typical
DEMUXes used in WDM systems employ Mach-Zender interferometers, fiber
arrays, and so on. All these devices are quite large so that their inclusion
to PhC-based integrated optical circuits is complicated. Therefore, the very
important problem is to design the DEMUX on the basis of 2D PhC.

In this chapter, we give an example of simple solution to the problem of
WDM DEMUX design on the basis of 2D PhC [246]. DEMUX is presented
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by the optical waveguide channel created by introducing a line defect into
the periodic structure of the 2D PC. The splitter is formed at the output
of the channel in the same structure. At the input of each port of the splitter,
the wide band optical filter, formed by variation of geometrical parameters
of the PC are placed. Each filter has precisely calculated band gap to provide
the most efficient wavelength channel splitting.

First, we describe and compare two techniques for PhC filters design em-
ploying the PWE method. Then, the analysis of the whole device and its
testing will be performed employing the FDTD method.

10.2 Band Structure Analysis

At the first stage of the PhC-DEMUX design, it is important to determine
geometric and material parameters of the PhC to be used. We will start with
the scheme of the PhC-DEMUX which is given in Fig. 10.1. Basic parts of the
DEMUX are shown. They are the waveguide splitter with two arms and two
wavelength filters embedded in those arms. For technological reasons, all these
parts should be preferably made of the same material.

To determine PhC parameters required, we need to specify wavelength
range within which DEMUX will be working. In this example we take two
incident wavelengths λ1 = 1.31 μm and λ2 = 1.55 μm since these wavelengths
are widely used in telecommunications.

Now when we have determined the wavelength to be used, there are two
different techniques to determine the PhC parameters. They are the PBG
analysis and photonic density of states (PhDOS) analysis which will be de-
scribed in detail.

Fig. 10.1. Schematic sketch of the PhC-based DEMUX
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10.2.1 Waveguide Design

Before we proceed with analysis of PhC transmittance characteristics,
selection of the waveguide width should be made. Actually, it is possible
to design the DEMUX on the basis of W1 waveguide. However, characteris-
tics of filters based on such waveguides cannot be described either by PBG
maps or by PhDOS maps. The reason is that these characteristics do not take
into account direction of radiation propagation but give the transmittance
over all possible direction.

However, if we take the filter inside W1 waveguide, we limit the propa-
gation by one direction as we can see from Fig. 10.2. To provide all possible
propagation direction we must use at least waveguide W2 with filters inside.
The Fig. 10.3 illustrates transmittance spectra of the filters embedded into

Fig. 10.2. The PhC filter inside W1 waveguide (a) and W3 waveguide (b) as well
as possible directions of radiation propagation inside such filters
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Fig. 10.3. Transmittance spectra of the PhC waveguides of different width
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W1, W2, W3, and W4 waveguides. As we can see, there are essential differ-
ences between W1 and other filters. However, in Chap. 9 we have seen that
number of modes of a waveguide increases with the waveguide width. Taking
this into account, we restrict consideration by the waveguide W2.

10.2.2 PBG Maps Design

Let us first consider the waveguide channel. As we know, the radiation will
only be guided when its wavelength lies outside the PhC continuum of states.
As we have found in an earlier chapter there are two opportunities to do this,
namely, to work within TIR guiding or PBG guiding. However, since we have
PhC splitter here and direction of longitudinal component of the wave vector
is changed at the waveguide bend, the TIR guiding will not work properly
and radiation will flow outside the device. Therefore, we pay attention to the
wavelength situated inside the PBG only.

Next, we pay attention at the PhC filters. The filter’s function is to sepa-
rate one wavelength from the other. It may be done when one filter completely
reflects one wavelength while transmiting another one and the second filter
acts vice versa. As we also know, the complete radiation reflectance is achieved
when its wavelength lies inside the PBG.

Thus, we have the problem of PhC parameters agreement for main waveg-
uide and both filters. The problem may be solved by considering PBG maps
described in Chap. 5. General schemes for possible band structures design are
shown in Fig. 10.4. In the figure, the horizontal solid lines correspond to infor-
mation carrier frequencies (ω1 and ω2). Vertical lines designate the values of
r/a for the first filter (r1), main waveguide and splitter (r2), and the second
filter (r3). Here we can see that central vertical line r2 corresponds to elements
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Fig. 10.4. Scheme for parameters selection of PhC-DEMUX
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radius which allows both frequencies to be inside the PBG. That means that
PhC with these parameters can be used as waveguide for both operating fre-
quencies. Other two lines indicate that radiation with one wavelength only
passes through the PhC. This condition corresponds to wavelength filters.

Procedure for parameters’ selection consists of several steps. Since we do
not have additional information about the transmittance spectrum, we assume
complete reflection within the PBG range and complete radiation transmission
outside the PBG. Taking this into account, we can proceed as follows:

1. Determine the r/a value for background PhC which forms waveguide and
splitter. To do that we find the widest PBG and set the first vertical line.

2. The second step is to determine lattice constant of PhC. To do that we
draw the straight line perpendicular to the first vertical line. The hori-
zontal line should cross the vertical line in the middle of the PBG. Then,
we take its relative frequency and find the lattice constant a by means of
the formula a = 2 · πc · ωr/ω, where ω is taken as the mean value of two
operating frequencies.

3. Third, we are searching for relative frequencies corresponding to operating
wavelengths. To do that we use above-mentioned formula with ω being
exactly the operating frequency and a determined from the earlier step.
When values are found, corresponding horizontal lines are drawn.

4. At the last step, we are searching for values of r/a where the distances
from operating frequencies to the edge of the PBG are equal. At that, one
of frequencies lies inside and another one outside the PBG.

The scheme gives exact values of parameters, so the design procedure of
the DEMUX is now completed. The procedure may be quite simplified if the
problem is solved graphically first.

Now, we discuss some examples. Consider PBG maps (see Fig. 10.5) com-
puted for the PhCs made of silica and represented by rods or holes arranged to
a square or a hexagonal lattice. With this, we take into account many possible
PhC configurations which are made of pure silica.

If we then try to find the PhC parameters which satisfy above-mentioned
conditions, we will see that only three of considered PhC configurations pro-
vide the opportunity for demultiplexing. The perforated membrane with holes
in square lattice has very narrow band gaps so that it cannot be used for DE-
MUX design. For other kind of PhC, we have the following parameters. For
rods arranged to square lattice, a = 0.532 μm, r1/a = 0.12, r2/a = 0.172,
r3/a = 0.23 which corresponds to relative frequencies ω1 = 0.4 and ω2 = 0.34.
For rods arranged to hexagonal lattice, a = 0.61 μm, r1/a = 0.09, r2/a = 0.14,
r3/a = 0.207 which corresponds to relative frequencies ω1 = 0.46 and
ω2 = 0.39. For holes arranged to hexagonal lattice, a = 0.54 μm, r1/a =
0.388, r2/a = 0.446, r3/a = 0.478 which corresponds to relative frequencies
ω1 = 0.41 and ω2 = 0.35. Let us examine the field distributions for all these
cases. As we can see from Figs. 10.6 to 10.8, the DEMUX based on differ-
ent PhC kinds have different efficiency of spatial separation of wavelength
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Fig. 10.5. PBG maps of the PhC represented by rods in square lattice (a), holes in
square lattice (b), rods in hexagonal lattice (c) and holes in hexagonal lattice (d)

X, m

Y
, m

−4 −2 0 2 4
x 10−6

−2

−1

0

1

2
x 10−6

a

X, m

Y
, m

−4 −2 0 2 4
x 10−6

−2

−1

0

1

2
x 10− 6

b

Fig. 10.6. Field distribution inside the DEMUX based upon rods in square lattice:
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Fig. 10.8. Field distribution inside the DEMUX based upon holes in hexagonal
lattice: (a) is for λ = 1.31 μm, (b) is for λ = 1.55 μm

channels. For instance, the most efficient is the PhC with rods arranged to
hexagonal lattice. The device with square lattice has low transmittance at the
wavelength 1.55 μm and the device on the basis of perforated membrane is in-
efficient at all. This is typical situation for the method of PBG maps analysis
since, as we mentioned earlier, it does not provide the information about the
transmittance outside the band gaps.

If we consider the design based on perforated membrane, we have to take
into account technological inconvenience of the device production as well. The
above-mentioned parameters selection scheme gives parameters of the PhC at
which elements are almost overlap. This causes additional problems while
producing such a device.

10.2.3 Photonic DOS Maps Design

The PBG maps analysis provides easy and quick design of PhC-based
DEMUX. However, assumption of the transmittance homogeneity outside
the PBG may cause an error in device parameters determination as we have
seen from the field distributions.

Another technique to design the PhC-based DEMUX is analysis of pho-
tonic density of states (PhDOS) maps [247–249]. This technique allows to take
into account transmittance characteristic of the structure so we are able to
carry out more precise design of the device.

Computation of the PhDOS maps is very similar to one based on PBG
maps. However, instead of taking the information of allowed and forbidden
zones, we compute the PhDOS plotting it as a dependence on PhC parameters.
Similar to PBG maps value of r/a is also taken here as a parameter. The
PhDOS is computed by (5.27). Example of PhDOS map is given in Fig. 10.9a.

To understand the connection between the PhDOS and transmittance,
we are now computing the transmittance map of the same PhC where the
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Fig. 10.9. PhDOS map (a) and corresponding transmittance map (b) of the PhC
represented by rods arranged to square lattice

transmittance spectra are plotted instead of the PhDOS (see Fig. 10.9b). If
we compare the PhDOS and transmittance maps, we can see that maxima of
the transmittance coincide with maxima of the PhDOS. Minima coincide as
well. Such a dependence may easily be understood by simple consideration. If
the PhDOS at the specific frequency is high, this means that there are many
ways for radiation to pass through the structure. Consequently, it has high
transmittance. On the other hand, if the PhDOS is low, the number of allowed
“routes” for radiation is low as well and, therefore, the transmittance is low.
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Thus, we can see correspondence between the PhDOS and transmittance
of the structure. Black areas in PhDOS maps correspond to complete PBG
and coincide with those marked in PBG maps (see, for example, Fig. 10.5a).
Consequently, we can use the PhDOS maps for the DEMUX design to have
the possibility of taking into account the transmittance outside the PBGs
without direct transmittance computation. On the other hand, PhDOS maps
are more convenient than transmittance maps since the computation time for
transmittance maps by means of FDTD technique is several times larger that
that for PhDOS maps.

We will consider the same example as in Sect. 10.2.2. However, scheme
for parameters selection will be changed since we are able to carry out more
precise analysis. The scheme itself consists of four steps:

1. Determine the r/a value for background PhC which forms waveguide and
arms of the splitter. To do that we find the widest PBG and set the first
vertical line.

2. Determine the PhC lattice constant. To do that we draw straight line
perpendicular to the first vertical line. The horizontal line should cross
the vertical line in the middle of the PBG. Then, we take its relative
frequency and find the lattice constant a by the formula a = 2 · πc ·ωr/ω,
where ω is taken as mean value of two operating frequencies.

3. Then, we are searching for relative frequencies corresponding to operating
wavelengths. To do that we use above-mentioned formula with ω being
exactly the operating frequency and a determined from the previous step.
When the values are found, corresponding horizontal lines are drawn.

4. The last step is different from that one in PBG analysis method. At this
step we determine the values of r/a for the output filters. Unlike the
above-described method, the PhDOS analysis considers the transmission
properties outside the PBG. Therefore, we pay attention to the PhDOS
value rather than the distance from the egde of the PBG. We select the
value of r/a which corresponds to high PhDOS which leads to high trans-
mittance of the filter at the operating wavelength.

Results of such a design significantly differ from the ones obtained with
PBG maps analysis. Let us consider the situation of the PBG analysis tech-
nique for rods arranged to square lattice. In this case, we have the values of r/a
obtained from the PBG map (Fig. 10.5a). If we now draw corresponding lines
at the PhDOS map (see Fig. 10.10), we will see the reason of low transmittance
at the wavelength 1.55 μm (see Fig. 10.6b). The point with r/a = 0.12 and
ω = 0.34 lies at low value of the PhDOS and, consequently, the transmittance
here is low. Let us now shift the vertical line to the point of approximately
maximum value of the PhDOS (r/a = 0.105). If we now compute the field
distribution in this case, we will see in Fig. 10.11 that the field penetration
through the PhC filter and, consequently, transmittance is much higher than
that one shown in Fig. 10.6b.
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Fig. 10.10. Parameters selection scheme by means of PhDOS map
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PhDOS map analysis

10.3 Temporal Response of DEMUX

We can now examine temporal response of the structure to the series of pulses.
With this we obtain the maximum operating rate allowed for the DEMUX.
To do that we launch the series of three pulses having two different wave-
lengths to the structure and measure the power at the outputs. Responses to
the excitations with λlaunch = 1.31 μm and λlaunch = 1.55 μm are shown in
Figs. 10.12a, b, respectively. The structure under investigation is the DEMUX
based upon the structure of rods in square lattice.
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a

b

Fig. 10.12. Temporal response of the structure to the pulse with duration τ = 50 fs
at the wavelength λ = 1.31 μm (a) and λ = 1.55 μm (b)

We can see from the figure that in spite of attenuation and distortions
introduced by the filters, the pulses width is almost unchanged and peak-to-
valley is still big to easily distinguish the pulses. It indicates effectiveness of
the device at the pulses duration of order of τ = 50 fs.

10.4 Summary

Thus, in the final chapter, we have considered example of the WDM demul-
tiplexer design and examination. The design was carried out by the PWE
method which provided the computation of PBG maps and PhDOS maps.
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The field distribution as well as temporal response of the device was com-
puted by means of the FDTD method.

10.5 MATLAB Program for the Computation of the
PBG Map of PhC by Means of PWE Method

function PBGmap

%The program for the computation of PBG map of
%2D PhC by means of PWE method.
%Parameters of the structure are defined by the PhC
%period, elements radius, and by the permittivities
%of elements and background material.
%The PBG map is computed here as a function of
%the value of elements radius
%The PWE method itself is implemented here as a
%function since it should be called for each value
%of radius within selected range

%Input parameters: PhC period, radius of an
%element, permittivities, parameter scanning range

%Output data: The PBG map of the 2D PhC.

%Variable a defines the PhC lattice constant
a=1e-6;

%Variable deltaR is the scanning step
deltaR=0.001*a;

%The loop for PBG computation at different r
%values within the range from 0 to 0.5*a
counter=1;
for r=0:deltaR:0.5*a
clear bandgap;
%Call the function getBandgap which returns
%the band gaps lower and higher relative
%frequencies if they present or value "-1"
%otherwise
%The band gaps information is stored to the array
%gapUnsorted
bandgap=getBandgap(a,r,1,9);
s=size(bandgap);
for numPBG=1:s(1)
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if bandgap(1,1)>-1
gapUnsorted(counter,1)=r;
gapUnsorted(counter,2)=bandgap(numPBG,1);
gapUnsorted(counter,3)=bandgap(numPBG,2);
counter=counter+1;
end
end
display(strcat(num2str(r/(0.5*a)*100),...

’% Completed’));
end

%Starting to sort the bandgaps to form solid
%areas. First, initialize the first array element
%with first band gap found.
gapSorted(1,1,1)=gapUnsorted(1,1);
gapSorted(1,1,2)=gapUnsorted(1,2);
gapSorted(1,1,3)=gapUnsorted(1,3);

%Following loop forms array of sorted band gaps
gapsCount(1)=2;
i=2;
numGaps=1;
for i=2:length(gapUnsorted)
newgap=1;
for j=1:numGaps

%The following conditions allows to separate one
%band gap from another. The condition tests if the
%band gaps are overlapped in frequency and
%are situated next to each in radius

if((gapUnsorted(i,2)<...
gapSorted(j,gapsCount(j)-1,3))&&...

(gapUnsorted(i,3)>...
gapSorted(j,gapsCount(j)-1,2))&&...

(gapUnsorted(i,1)-...
gapSorted(j,gapsCount(j)-1,1)<deltaR*2))

gapSorted(j,gapsCount(j),1)=gapUnsorted(i,1);
gapSorted(j,gapsCount(j),2)=gapUnsorted(i,2);
gapSorted(j,gapsCount(j),3)=gapUnsorted(i,3);
gapsCount(j)=gapsCount(j)+1;
newgap=0;

end
end;
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%If there are no previously formed band gaps, form
%new band gap
if newgap
numGaps=numGaps+1;
gapsCount(numGaps)=2;
gapSorted(numGaps,1,1)=gapUnsorted(i,1);
gapSorted(numGaps,1,2)=gapUnsorted(i,2);
gapSorted(numGaps,1,3)=gapUnsorted(i,3);

end;
end;

%Plotting the solution
%Creating figure and signing the axes
figure;
axes(’FontSize’,16);
xlabel(’Radius r, m’,’FontSize’,20);
ylabel(’Frequency \omegaa/2\pic’,’FontSize’,20);
hold on;

%Each band gap is represented in form compatible
%with function "patch"
for i=1:numGaps
for j=1:gapsCount(i)-1

gapForPatch(i,j,1)=gapSorted(i,j,1);
gapForPatch(i,j,2)=gapSorted(i,j,2);
gapForPatch(i,2*gapsCount(i)-1-j,1)=...

gapSorted(i,j,1);
gapForPatch(i,2*gapsCount(i)-1-j,2)=...

gapSorted(i,j,3);
end;

gapForPatch(i,2*gapsCount(i),1)=gapSorted(i,1,1);
gapForPatch(i,2*gapsCount(i),2)=gapSorted(i,1,2);

end;

siz=size(gapForPatch);
for i=1:numGaps
%Removing zeros from arrays replacing them with
%values from bound. Otherwise, every patch will
%start from point (0, 0)

for j=1:siz(2)
if(gapForPatch(i,j,1)==0)

gapForPatch(i,j,1)=gapForPatch(i,1,1);
gapForPatch(i,j,2)=gapForPatch(i,1,2);
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end;
colormap(j)=0.4;

end;
%In the final step, the band gaps are plotted
%in figure
patch(gapForPatch(i,:,1)’,gapForPatch(i,:,2)’,...

colormap,’LineWidth’,2);
hold on;
end;

%The function getBandgap implements the PWE method.
%As a result of the function, we have the set of
%PBGs, namely, their lower and higher frequencies.
%All parameters determining computation precision
%are defined inside the function
function pbgSet=getBandgap(a,r,eps1,eps2)
%The variable precis defines the number of k-vector
%points between high symmetry points
precis=5;

%The variable nG defines the number of plane waves.
%Since the number of plane waves cannot be
%arbitrary value and should be zero-symmetric, the
%total number of plane waves may be determined
%as (nG*2-1)^2
%Since the function is called multiple times, high
%number of plane waves dramatically increases
%total computation time. That is why we set low
%value of nG.
nG=5;

%The variable precisStruct defines contains the
%number of nodes of discretization mesh inside in
%unit cell discretization mesh elements.
%Since the PBG map is computed as a function of
%geometric parameter, the structure should be
%defined more precisely as compared to previous
%times.
precisStruct=64;

%The following cycle loop carries out the definition
%of the unit cell. The definition is being
%made in discreet form by setting values of inversed
%dielectric function to mesh nodes.
%For the reason of high precision of the geometry
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%definition, we use interpolation here as described
%in chapter 6
dr=a/precisStruct;
nx=1;
for countX=-a/2:a/precisStruct:a/2

ny=1;
for countY=-a/2:a/precisStruct:a/2

%The following condition allows to define the circle
%with of radius r

if(sqrt(countX^2+countY^2)<r)
%Setting the value of the inversed dielectric
%function to the mesh node

struct(nx,ny)=1/eps2;
%Saving the node coordinate

xSet(nx)=countX;
ySet(ny)=countY;

elseif sqrt(countX^2+countY^2)<r+dr
%Processing the element’s boundary

struct(nx,ny)=1/(eps1+(eps2-eps1)*...
(1-(sqrt(countX^2+countY^2)-r)/dr));

xSet(nx)=countX;
ySet(ny)=countY;

else
struct(nx,ny)=1/eps1;
xSet(nx)=countX;
ySet(ny)=countY;

end
ny=ny+1;

end
nx=nx+1;

end

%The computation of the area of the mesh cell. It is
%necessary for further computation of the Fourier
%expansion coefficients.
dS=(a/precisStruct)^2;

%Forming 2D arrays of nods coordinates
xMesh=meshgrid(xSet(1:length(xSet)-1));
yMesh=meshgrid(ySet(1:length(ySet)-1))’;

%Transforming values of inversed dielectric function
%for the convenience of further computation
structMesh=struct(1:length(xSet)-1,...

1:length(ySet)-1)*dS/(max(xSet)-min(xSet))^2;
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%Defining the k-path within the Brilluoin zone. The
%k-path includes all high symmetry points and precis
%points between them
kx(1:precis+1)=0:pi/a/precis:pi/a;
ky(1:precis+1)=zeros(1,precis+1);

kx(precis+2:precis+precis+1)=pi/a;
ky(precis+2:precis+precis+1)=...

pi/a/precis:pi/a/precis:pi/a;

kx(precis+2+precis:precis+precis+1+precis)=...
pi/a-pi/a/precis:-pi/a/precis:0;

ky(precis+2+precis:precis+precis+1+precis)=...
pi/a-pi/a/precis:-pi/a/precis:0;

%After the following loop, the variable numG will
%contain real number of plane waves used in the
%Fourier expansion
numG=1;

%The following cycle forms the set of reciprocal
%lattice vectors.
for Gx=-nG*2*pi/a:2*pi/a:nG*2*pi/a

for Gy=-nG*2*pi/a:2*pi/a:nG*2*pi/a
G(numG,1)=Gx;
G(numG,2)=Gy;
numG=numG+1;

end
end

%The next cycle loop computes the Fourier expansion
%coefficients which will be used for matrix
%differential operator computation.
for countG=1:numG-1
for countG1=1:numG-1

CN2D_N(countG,countG1)=sum(sum(structMesh.*...
exp(1i*((G(countG,1)-G(countG1,1))*...
xMesh+(G(countG,2)-G(countG1,2))*yMesh))));

end
end

%The next cycle loop computes matrix differential
%operator in case of TM. The computation
%is carried out for each of earlier defined
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%wave vectors.
for countG=1:numG-1
for countG1=1:numG-1
for countK=1:length(kx)
M(countK,countG,countG1)=...

CN2D_N(countG,countG1)*...
(sqrt((kx(countK)+G(countG,1))^2+...

(ky(countK)+G(countG,2))^2)*...
sqrt((kx(countK)+G(countG1,1))^2+...

(ky(countK)+G(countG1,2))^2));
end

end
end

%The computation of eigen-states is also carried
%out for all wave vectors in the k-path.
for countK=1:length(kx)
%Taking the matrix differential operator for current
%wave vector.
MM(:,:)=M(countK,:,:);

%Computing the eigen-vectors and eigen-states of
%the matrix
[D V]=eig(MM);

%Transforming matrix eigen-states to the form of
%normalized frequency.
dispe(:,countK)=sqrt(V*ones(length(V),1))*a/2/pi;

end

%Storing the PBGs parameters
%Setting counter of PBG to 1
PBGcounter=1;
pbgSet(1,1)=-1;
%Analyzing the first 8 bands
for u=1:8
%In case of PBG presence, storing it into the
%variable pbgSet which will be returned by the
%function
if(min(dispe(u+1,:))>max(dispe(u,:)))
pbgSet(PBGcounter,1)=max(dispe(u,:));
pbgSet(PBGcounter,2)=min(dispe(u+1,:));
PBGcounter=PBGcounter+1;

end
end
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The program listed applies the PWE method to computation of PBG map.
Implementation of the PWE method is similar to the one used in Chap. 5
for 2D PhC. However, here the example computes for TM polarization eigen-
modes rather than TE.

Main difference here consists in analysis of results obtained with PWE
method. The function pbgSet returns just a set of PBGs. Their sorting and
organization gives possibility to obtain the PBG map. The first part of the
program sorts the PBGs and plots them as patches in a single figure. Main
criteria for joining the PBG to one PBG spot is its frequency overlap with
the frequency of the neighbor PBG.

Some peculiarities of the program should also be mentioned here. Between
them, the high precision of the unit cell geometry definition and low number
of plane waves used for Fourier expansion. The reason for high precision ge-
ometry is that we compute the PBG map as a dependence of the radius. If
the geometry is defined with low precision, low variation of the value of radius
will cause inessential variation of the geometry during one step while during
another step the geometry may vary very fast. With this, the PBG map will
have steps and will not be precise. On the other hand, high accuracy in geom-
etry definition gives high correspondence between variation of variables and
actual geometry and, therefore, the PBG map will be smooth.

Let us now examine the program results. The program computes the PBG
map of the dielectric rods arranged to square lattice. However, we can see
some differences between the program results (see Fig. 10.13) and the re-
sults given in Fig. 10.5a. This difference is in presence of some extra PBGs in
Fig. 10.13. This happens because of low number of plane waves used in the pro-
gram. Due to this fact, some bands appear to be nondegenerated within some
k-points which causes appearance of additional band gaps. However, if we are
interested in largest PBGs only as we were in this chapter, such inaccuracy is
not essential.
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Fig. 10.13. Results of the program. The PBG map of 2D PhC with square lattice
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10.6 Problems and Questions

Problem 10.1. What is the photonic band gap map?

Problem 10.2. Why the PBG filter should contain at least two elements in
transversal direction?

Problem 10.3. Give the scheme for DEMUX parameters selection using
PBG map.

Problem 10.4. What is the photonic density of states map?

Problem 10.5. Give the scheme for DEMUX parameters selection using
PhDOS map.

Problem 10.6. Modify the program to compute the PBG map of 1D PhC.

Problem 10.7. Modify the program to compute the PBG map of 2D PhC
presented by rods arranged in hexagonal lattice.

Problem 10.8. Modify the program to compute the PBG map of 2D PhC
presented by rods arranged in square lattice as a dependence on the refractive
index difference between rods and background material.
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